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Abstract

We are interested in measuring how
games with a purpose can be used as
a crowdsourcing solution for transform-
ing a (huge) set of triples extracted from
Wikipedia into a useful knowledge base.
We describe the natural language process-
ing pipeline used for generating questions
that we turned into games. We present
three games we implemented.

1 Introduction

Open information extraction (OIE) (Banko et al.,
2007) is a powerful tool that can help with the task
of building a large knowledge base. By analyz-
ing large quantities of texts (for instance the Web),
OIE tools can help collect a huge collection of
triples such as (Chilly_Gonzales,is_a,pianist). This
extraction process is however highly noisy, and
many triples acquired that way are either uninfor-
mative or invalid statements. Therefore, a valida-
tion phase is recommended; but manually curating
a collection of triples is an exceptionally intimi-
dating task. In this work, we investigate the use
of games with a purpose (Von Ahn and Dabbish,
2008) as a crowdsourcing method to reduce the
time involved in sanitizing the knowledge base.

2 Related Work

Open information extraction techniques have been
used to gather large amounts of triples from text.
Several OIE extractors are nowadays available, in-
cluding those developed at University of Washing-
ton,! Reverb (Fader et al., 2011) being one of
the earliest one. Organizing a collection of triples
into a useful database has been the focus of many
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studies, including the work conducted within the
Never Ending Language Learning project (Carl-
son et al., 2010) or the impressive deployment
done at Google for collecting their Knowledge
Vault database (Dong et al., 2014).

As demonstrated by the Verbosity (Von Ahn
et al., 2006) and the JeuxDeMot s (Lafourcade
and Joubert, 2013) projects, games with a purpose
(GwaPs) can be quite successful as a crowdsourc-
ing tool. Several GwaPs have been proposed to
help acquire or curate knowledge. For instance
Kumaran et al. (2014) implemented a pictionary
inspired game for acquiring textual paraphrases,
while in (Vannella et al., 2014) the authors inves-
tigate the use of dynamic gameplays for curating
lexical knowledge.

3 Knowledge Base

The point of departure in this work is a set of over
30 millions of triples (argl,relation,arg2) col-
lected from the French part of Wikipedia, thanks
to an adaptation of Reverb into French. This
work is described in (Gotti and Langlais, 2016).

3.1 Noise filtration

We applied a number of filters to more or less ag-
gressively remove spurious triples. We removed
those that had an hapax argument (argl or arg2)
in the collection, those containing special symbols
such as mathematical ones. More importantly,
we removed as well triples with pronouns, e.g.
(She,is_mother_of,Elisabeth), which are typically
useless in the absence of a good coreference res-
olution chain. Overall, we eliminated more than
half of the triples that way.

3.2 Category assignation

We defined a set of categories by searching for the
pattern (argl,is,a arg2) in our triple store, and kept
the 1000 most frequent arg2 as categories. This



simple process avoids to rely on a manually de-
fined set of categories, and can potentially be ap-
plied on any other triple store. For instance, we
have categories such as Writer, Musician, Place
or Problem.?

3.3 Relational Profiles

We computed for each category its relational pro-
file, that is, the distribution of relations entities of
the category typically interact with. For instance
is, has, produces, records, becomes, participates
are the most likely relations that characterize the
category Singer. We first computed a relational
profile of each argl in the triple store. Then, we
aggregated the profiles of the terms we could as-
sociate to a category by the pattern previously de-
scribed. Since the relation is is present in the re-
lational profile of all the categories, we decided to
remove this relation (and renormalized).

3.4 Similarities

We calculated the similarities between the 100 000
most frequent arguments (argl) and the 1000 cat-
egories with the cosine similarity measure ap-
plied to the relational profiles previously com-
puted. Those similarity scores help us to extend
the set of likely categories of a given term, upon
the category attributed by our pattern-based ap-
proach. For instance, the term Mozart was not ini-
tially associated to any category by our patterns,
but thanks to similarity scores, we hypothesize
Composer, Poet, Song-writer, Musician, Writer as
likely ones.

4 Gamification

We developed a series of games to help curate
our triple store. We identified three tasks that we
transformed into games we implemented using the
Unity platform?; a plateform dedicated to the de-
velopment of 2D and 3D animated games. The
games are currently being tested internally.

4.1 Classification

The task of classification helps us validate the
category assigned to a term (argl) either by our
pattern-based approach or with the similarities
computed. A typical quiz is illustrated in Fig-
ure la. We designed two gameplay for this. The
first one involves a pinball table where terms are

*Examples are translated into English.
*https://unity3d.com/

a) Associate terms to categories:
terms blue, painting, money, religion
categories Picture, Art, Color, others

b) Search for intruders of Singer:
Félix Leclerc, Montréal, Ben Zimet
Duo, Francis Cabrel

c) Complete the missing argument:
Singer, sings, ?
Anders_Fridén, records, ?

Figure 1: Examples of quizzes automatically gen-
erated for our games.

the balls that a user has to send to specific zones
that are associated to categories. A second ver-
sion offers a simplified gameplay where the user
simply has to drag the terms towards the correct
categories plotted on the screen. While the former
game involves more dexterity, and can therefore
lead to noisy output, we expect it to be more at-
tractive.

4.2 Filtering

In this task, the user is asked to assert certain facts.
We adapted it into a gameplay where a user has to
find intruders among a set of terms and a given
category. A typical quiz is illustrated in Figure 1b.

4.3 Facts Discovery

The goal of this task is for the user to complete
some statements (triples) in which part of the in-
formation is hidden (currently arg2). This allows
to extend the KB with knowledge that was un-
known at extraction time. Our gamification en-
forces a user to drag letters into forming a term.
An example of a typical quiz is illustrated in Fig-
ure lc.

5 Discussion

We intend to announce those games during March
2017, and are eager to measure how the out-
put collected can help us curate our triple store.
The games and more information will be avail-
able at http://rali.iro.umontreal.ca/rali/en/oie-kb-
using-gwap.
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