


N
LP R

esearch Today … 

M
odels, m

odels, m
odels, m

odels 
(preferably deep ones) 
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But U
ser M

atters too 

• N
ot m

uch reflected in current evaluation 
protocols 
• e.g. how

 useful is a m
odel that can identify the 

translation of frequent w
ords at an accuracy 

of 40%
 ? 

 
• S

m
art evaluations do exist though 

• (S
haroff et al., 2006) for translating difficult M

W
E

s 
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TransSearch 
• U

sers are tolerant to alignm
ent problem

s 
• W

e im
plem

ented a detector of erroneous alignm
ents but decided 

not to integrate it 
• W

e tested a num
ber of alignm

ent m
odels but used one of the 

sim
plest (IB

M
 m

odel 2 w
ith contiguity constraint) 

 

• U
sers care m

ore about translation diversity in the top 
candidate list 
• so clustering translations is of better use for a user 

 
• S

ee (B
ourdaillet et al., 2010) 
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TransType 
• K

eystroke saving is a poor m
easure of the usefulness of 

the tool 
• often, users do not w

atch the screen…
 (Langlais et al., 2002) 

 
• C

ognitive load for reading com
pletions 

• predicting w
hen a user w

ill find a com
pletion useful is a plus  

(Foster et al., 2002) 

• U
sers do not like repetitive errors 

• adapting online is im
portant (N

epveu et al., 2004) 

S
ee (G

onzales-R
ubio et al., 2012) for advances in targeted 

m
ediated interactive M

T 
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And D
ata M

atters too 
 • O

ften the m
ain issue 

• once you have data, use your ``best ham
m

er’’ 
• e.g.  

• dom
ain specific M

T 
• organizing a dataflow

 

• K
now

-how
 in handling U

sers and D
ata is in need 

in practical settings 
• but not m

uch rew
arded academ

ically 
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O
f course … 

• B
etter m

odels are im
portant ! 

• e.g. N
M

T (S
utskever et al., 2014; C

ho et al., 
2014; B

ahdanau et al., 2014) 
• sim

pler (single m
odel) 

• better results 
• (B

entivogli et al., 2016; Isabelle et al.; 2017) 
• good properties for further im

provem
ents 

• m
ultilingual 

• continuously learning 
• m

ulti-tasking, etc. 

• A
nd have the potential to im

pact users 
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Plan 
�
 D

ata M
anagem

ent (A
cquisition and O

rganization) 
• W

hat has been done 
• W

hat (I feel) is still m
issing 

• D
om

ain specific bilingual parallel and com
parable corpora 

• A
ssessing the quality/usefulness of a pair of docum

ents 
 

�
 P

arallel M
aterial E

xtraction from
 a C

om
parable 

C
orpus  

• D
ocum

ent pairs  
• S

entence pairs 
• W

ord pairs 
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D
ata M

anagem
ent O

verview
 

W
eb 
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craw
ling 

dispatching 

parallel 
quasi-
com

parable 
com

parable 

sentence 
alignm

ent 
parallel pair 
 extraction 

parallel fragm
ent 

extraction 

parallel m
aterial 

update 

Input 
• 

seed term
s/urls 

• 
docum

ents of 
interest (m

ono or 
bilingual) 

O
bjective 

• 
e.g. im

proving a 
generic S

M
T 

engine 



D
ata M

anagem
ent: W

hat has been done 
• W

eb2P
arallelD

oc/S
ent 

• B
ITS

 (M
a &

 Liberm
an, 1999) 

• a sensible pipeline, leveraging lexicons, cognates and a list of w
ebdom

ains  
• P

TM
iner (C

hen &
 N

ie, 2000), S
TR

A
N

D
 (R

esnik &
 S

m
ith, 2003) 

• rule-based U
R

L m
atching, H

TM
L-tag and lexicon-based pairing 

• (N
adeau &

 Foster, 2004; Fry 2005) 
• specific to new

sw
ire feeds   

• W
ebM

ining (Tom
as et al., 2005) 

• pipeline w
hich only requires a list of bilingual w

ebsites (dictionaries are trained 
online)   

• (Fukushim
a, et al., 2006) 

• leveraging a dictionary2graph algorithm
, and paying attention to speed issues 

• B
A

B
Y

LO
N

 (M
ohler and M

ihalcea, 2008) 
• low

-density language oriented, a pipeline w
hich input is a source docum

ent  
• B

ITE
X

TO
R

 (E
spla-G

om
is et Forcada, 2010) 

• pipeline of U
R

L- and content-based m
atching  

 • S
ee (K

ulkarni, 2012) for a survey 
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D
ata M

anagem
ent: W

hat has been done 
• N

otable Large-scale E
fforts 

 
• (C

allisson-B
urch et al., 2009)  

• 10^9 w
ord parallel corpus craw

led from
 specific U

R
Ls, U

R
L-based pairing, 

sentence alignm
ent (M

oore 2002) + cleaning: 105M
 sentence pairs 

• (U
szkoreit et al., 2010) 

• parallel docum
ent detection using M

T and near-duplicate detection 
• 2.5B

 w
ebpages craw

led from
 the W

eb + 1.5M
 public-dom

ain books 
• 24 hours on a 2000-node cluster 

• (Ture &
 Lin, 2012) 

• E
nglish-G

erm
an parallel sentences extracted from

 W
ikipedia tackling the 

cross-lingual pairw
ise sim

ilarity problem
 w

ithout heuristics 
• (S

m
ith et al., 2013) 

• O
pen-source extension of S

TR
A

N
D

, im
pressive deploym

ent on the 
C

om
m

onC
raw

l corpus (32TB
), using A

m
azon’s elastic m

ap-reduce 12 
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D
ata M

anagem
ent: Issues 

• N
o system

atic com
parison of those system

s 
• N

ot m
uch sensibility to specific dom

ains 
 • C

raw
ling   

• w
hich input? m

anual set of w
ebdom

ains / urls / term
s ?  

• iterative or not ? 
• concerns: efficiency, coverage, resources expected 
 

• D
ispatching 

• grade a pair of docum
ents (Li and G

aussier, 2010; Fung and C
heung, 

2004; B
abych and H

artley, 2014)  
• m

easure of the usefulness of a resource (B
arker and G

aizauskas, 
2012) 

 
• B

ootstrapping  
• m

odel/lexicon update (Fung and C
heung, 2004) 
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• E
xperim

ents in those directions w
ould lead to :  

• a better know
-how

 
• valuable in practical (industry) settings 

• a shared repository of dom
ain specific collections 

• as O
P

U
S for parallel texts (Tiedm

ann, 2012) 
 

• (potentially) a reference bilingual collection w
here 

all parallel units are m
arked  

• w
ould help m

easuring progress 
• ease reproducibility 
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D
ata M

anagem
ent: Issues 



About D
om

ain Specific C
C

 
 • D

om
ain specific craw

ling (m
onolingual) 

• W
ebB

ootC
at (B

aroni and B
ernardini, 2004) 

• Term
inoW

eb (B
arrière and A

gbago, 2006)  
• B

abouk (D
e G

roc, 2011) 
• (A

zoulay, 2017) considering only pdf files 

• S
pecialized (bilingual) com

parable corpora acquisition 
• S

ee the A
C

C
U

R
AT project (P

innis et al., 2012; A
ker et al., 2012) 

• M
E

TR
IC

C (A
lonso et al., 2012) 

• N
ot just a m

atter of quantity (M
orin et al., 2007) 
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Plan 
�
 D

ata M
anagem

ent (A
cquisition and O

rganization) 
• W

hat has been done 
• W

hat (I feel) is still m
issing 

• D
om

ain specific bilingual parallel and com
parable corpora 

• A
ssessing the quality/usefulness of a pair of docum

ents 
 

�
 P

arallel M
aterial E

xtraction from
 a C

om
parable 

C
orpus  

• D
ocum

ent pairs  
• S

entence pairs 
• W

ord pairs 
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Identifying parallel docum
ents 

• H
as received som

e attention (see previous slides) 
• (E

nright and K
ondrak, 2010)  

• nb of shared hapax w
ords 

• (U
szkoreit et al., 2010) 

• m
achine translation + m

onolingual duplicates detection 
• (P

atry and Langlais, 2011) 
• light doc. representation + IR

 + classifier 
 

• O
ften just one com

ponent of a pipeline w
hich is not 

evaluated as such 
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Paradocs (Patry and Langlais, 2011) 
• Light w

ay of representing a docum
ent:  

• sequence of num
erical entities 

• sequence of hapax w
ords (of at least 4 sym

bols) 
• sequence of punctuations . ! ? ( ) :

as in (N

adeau and Foster 2004) 
 

• Avoid C
artesian product thanks to IR

 
• no need for a bilingual lexicon 
 

• Train a classifier to recognize parallel docum
ents 

• norm
alized edit-distance betw

een each sequence representation 
• count of each entity (num

erals, punctuations, hapaxes) 
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Paradocs: Avoiding the C
artesian product  

E
uroparl setting 

- 6000 bitexts per language pair 
- D

utch2E
nglish 

 § 
nodoc: no docum

ent returned 
by Lucene 

§ 
nogood: no good docum

ent 
returned (n=20) 

  Ø
 >40%

 of failure for very short 
docum

ents (<10 sentences) 
Ø
 15%

 for long docum
ents (>64 

sentences) 
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W
M

T 2016 Shared Task on  
Bilingual D

ocum
ent Alignm

ent 

• G
oal: better understanding best practices 

• 11 team
s, 21 system

s subm
itted (+ 1 baseline) 

 

• E
asy entrance task: 

• train: 49 w
ebdom

ains craw
led (ex: virtualhospice.ca) 

• only H
TM

L pages considered 
• text pre-extracted, duplicates rem

oved, language pre-identified (en-fr), 
m

achine translation provided  
• test: 203 other w

ebdom
ains 

• evaluation:  
• retrieving 2400 pairs of docum

ents know
n parallel (w

ithin w
ebdom

ains) 
• strict rule: a target docum

ent should be proposed at m
ost once  20 
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R
ALI’s participation  

(Jakubina and Langlais, 2016) 

• m
otivation: sim

plicity ! 
• no use of M

T, eventually even no lexicon-based translation 

 • an IR
 approach (Lucene-based) com

paring/com
bining 

• IR
 (m

onolingual)  
• C

LIR
 (based on a bilingual lexicon for « translating ») 

• a sim
ple but efficient U

R
L-based IR

 (tokenizing U
R

Ls) 

•  badLuc ended up w
ith a recall of 79.3%

 
• the best system

 recorded 95%
 

• the organizers’ baseline 59.8%
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R
esults on train 

Strategy 
@

1 
text m

onolingual 
  default 

  6.4 
  default+tok 

35.4 
  best (w

/o length) 
64.9 

  best (w
 length) 

76.6 
text bilingual 
  best (w

 length) 
83.3 

url 
  baseline W

M
T16 

67.9 
  best 

80.1 
badLuc

  w

/o post-treat 
88.6 

  w
 post-treat 

92.1 

• 
P

laying w
ith m

etaparam
eters helps a lot 

• 
A

pplying a length filter also helps a lot 
 • 

Involving translation is a m
ust 

• 
even w

ith a sim
ple lexicon (w

hich 
covers ~half of the w

ords in the 
collection) 

 
• 

O
ur U

R
L variant is perform

ing 
im

pressively w
ell  

• 
outperform

s the baseline 
• 

useful on short docum
ents 

 
• 

C
om

bining both indexes (text and urls) 
helps 

• 
P

ost-filtering is a plus  
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Plan 
�
 D

ata M
anagem

ent (A
cquisition and O

rganization) 
• W

hat has been done 
• W

hat (I feel) is still m
issing 

• D
om

ain specific bilingual parallel and com
parable corpora 

• A
ssessing the quality/usefulness of a pair of docum

ents 
 

�
 P

arallel M
aterial E

xtraction from
 a C

om
parable 

C
orpus  

• D
ocum

ent pairs  
• S

entence pairs 
• W

ord pairs 
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M
U

N
T (Bérard, 2014) 

A reim
plem

entation of (M
unteanu and M

arcu, 2005) w
ith 

features borrow
ed from

 (S
m

ith et al., 2010) 
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M
U

N
T (Bérard, 2014) 

 • classifier (logistic regression) 
• 31 features  

• length based, alignm
ent-based features, fertility, etc. 

 

• pre-filter (selecting interesting sentence pairs) 
• ratio of sentence length no greater than 2 
• at least 50%

 of tokens w
ith alignm

ent in the other side 
• rem

oves ~98%
 of the C

artesian product !! 
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M
U

N
T on W

ikipedia  
• D

one before (S
m

ith et al., 2010) 
• W

ikipedia dum
p (2014)  
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#articles 
#paired 

#sent. 
#tokens 

en 
4.5M

 
919k 

29.3M
 

630.8M
 

fr 
1.5M

 
919k 

16.8M
 

354.5M
 

• C
onfiguration (default) 
- 

lexicon trained w
ith G

IZA
++ on 100k sentence pairs of E

uroparl   
- 

classifier trained on 800 positive and 800 negative exam
ples of 

new
s data, threeshold: 0.8 



M
U

N
T on W

ikipedia  
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M
anually evaluated 500 (random

) sentence pairs 
  - parallel 
 - quasi-parallel (at least partial) 
      - not parallel  

A
t the cellular level, the nervous system

 
is defined by the presence of a special 
type of cell, called the neuron, also 
know

n as a ”nerve cell” .  
 

À
 l’échelle cellulaire, le systèm

e nerveux est 
défini par la présence de cellules hautem

ent 
spécialisées appelées neurones, qui ont la 
capacité, très particulière, de véhiculer un 
signal électrochim

ique .  
 



M
U

N
T on W

ikipedia 
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grade 
%

 
parallel 

71 
quasi-parallel 

15 
not parallel 

14 

W
e tried som

ething odd: 
• W

e applied Yasa (Lam
raoui and Langlais, 2013) on W

ikipedia article 
pairs (pretending they w

ere parallel) 
• A

sked M
U

N
T to classify the sentence pairs identified 

grade 
%

 
parallel 

48 
quasi-parallel 

16 
not parallel 

36 

- 
11M

 sentence pairs identified by Yasa 
- 

1.6M
 kept parallel by M

U
N

T 
- 

1.3M
 once duplicate rem

oved 
- 

86%
 of sentence pairs are (quasi-)parallel 

- 
m

uch faster ! 

- 
15 hours (on a cluster of 8 nodes) 

- 
M

U
N

T detected 2.61M
 sentence pairs 

- 
2.26M

 once duplicates rem
oved 

- 
1.92M

 after rem
oving sentences shorter than 4 w

ords 
- 

64%
 of sentence pairs are (quasi-)parallel 



M
unt on W

ikipedia 
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• 
50 com

parable W
iki article 

pairs m
anually aligned at 

the sentence level (R
ebout 

and Langlais, 2014)  
• 

m
easured the perform

ance 
of YA

S
A and M

U
N

T on 
those articles  

• 
M

U
N

T has a better 
precision, but a low

er 
recall 

 

n
para   

 # parallel sentences 
n

fr  (n
en )   # sentences in fr (en) doc. 



BU
C

C
 2017 Shared Task 

(Zw
eigenbaum

 et al., 2016) 
• D

etecting parallel sentences in a large text collection 
• 2 sets of m

onolingual W
ikipedia sentences (2014 dum

ps): 
• 1.4M

 French sentences 
• 1.9M

 E
nglish sentences 

• + 17k parallel sentences from
 N

ew
s C

om
m

entary (v9)  
• E

valuation: precision, recall, F1 

• pros 
• no m

etadata (text-based) 
• C

artesian product is large (w
ith few

 positive exam
ples) 

• S
m

artness in inserting parallel sentences (to avoid sim
ple solutions) 

• cons 
• A

rtificial task 
• True parallel sentences in W

ikipedia E
N-FR are not know

n 
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R
ALI’s participation 
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W
ill be presented this afternoon (G

régoire and Langlais, 2017) 



R
ALI’s participation 

• Training: E
uroparl v7 French-E

nglish  
• first 500K

 sentence pairs 
• negative sam

pling: random
 selection of sentence pairs 

 

• Test: new
stest2012 (out-dom

ain) 
• 1000 first sentence pairs + noise 
 

• P
re-processing 

• m
axim

um
 sentence length: 80 

• tokenization w
ith M

oses’ toolkit, low
ercased 

• m
apping digits to 0 (e.g. 1982 -> 0000) 
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R
ALI’s participation 

• E
m

bedding-based filter for avoiding the C
artesian product 

• w
ord-based em

beddings com
puted w

ith B
ILB

O
W

A (G
ouw

s, 2015) 
• sentence representation = average w

ord em
beddings 

• 40 first target sentences for each source one  

• N
ot paying attention to ``details’’ (only m

odel m
atters, right?) 

• digit preprocessing 
• random

 negative sam
pling at training does not m

atch testing condition 
 

     

• The next slides sum
m

arize w
hat w

e have learnt after our 
participation to B

U
C

C
 2017 (new

 m
aterial) 

m
odel 

precision 
recall 

F1 
12.1 

70.9 
20.7 

official 
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Influence of the decision threeshold 

• C
artesian product  

• 1M
 ex., 1k positive 

  
• B

IR
N

N
 trained w

ith 7 
negative ex. 

• M
U

N
T trained w

ith a 
balanced corpus 

Precision 
R

ecall 
F1 

ρ 
B

iR
N

N
 

83.0 
69.6 

75.7 
0.99 

M
U

N
T 

31.8 
24.1 

27.7 
0.99 
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Influence of the decision threeshold 

• P
re-filtering  

• 8053 ex., 1k positive 
  

• B
IR

N
N

 trained w
ith 7 

negative ex. 
• M

U
N

T trained w
ith a 

balanced corpus 

Precision 
R

ecall 
F1 

ρ 
B

iR
N

N
 

91.0 
62.4 

74.0 
0.97 

M
U

N
T 

73.3 
57.0 

64.1 
0.91 
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Influence of Post-filtering 
• E

ach decision taken independently 
• A src sent. m

ay be associated to several target ones, and vice versa 
²
  post-filtering (greedy algorithm

, H
ungarian algo. too slow

)  

huge boost in precision 
at a sm

all recall loss for 
both approaches 
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Plan 
�
 D

ata M
anagem

ent (A
cquisition and O

rganization) 
• W

hat has been done 
• W

hat (I feel) is still m
issing 

• D
om

ain specific bilingual parallel and com
parable corpora 

• A
ssessing the quality/usefulness of a pair of docum

ents 
 

�
 P

arallel M
aterial E

xtraction from
 a C

om
parable 

C
orpus  

• D
ocum

ent pairs  
• S

entence pairs 
• W

ord pairs 
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Bilingual Lexicon Induction 
• R

eceived a lot of attention 
• P

ioneering w
orks: (R

app, 1995; Fung, 1995) 
• S

ee (S
haroff et al., 2013) 

 

• R
evisited as a w

ay to m
easure the quality of w

ord 
em

beddings 
• S

em
inal w

ork of (M
ikolov et al., 2013) 

 

• C
om

prehensive com
parisons  

• (Levy et al., 2014, 2017; U
padhyay et al., 2016) 
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Bilingual Lexicon Induction 
(Jakubina & Langlais; 2016) 

 

• W
e thoroughly revisited those approaches: 

• (R
app, 1995) 

• (M
ikolov et al. 2013) 

• training the projection m
atrix w

ith the toolkit of (D
inu and B

aroni, 2015) 
• (Faruqui and D

yer, 2014) 
• and a few

 others, but w
ithout success 

 

• investigating their m
eta-param

eters  
• paying attention to the frequency of the term

s 
• after (P

ekar et al, 2006) 

• show
ing their com

plem
entarity 
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Experim
ents 

• W
ikipedia  (dum

ps of June 2013)  
• E

N: 7.3M
 token form

s (1.2G
 tokens) 

• FR: 3.6M
 token form

s (330M
 tokens) 

• Test sets 
• W

iki≤25 E
nglish w

ords occurring at m
ost 25 tim

es in W
iki-E

N 
• 6.8M

 such tokens (92%
) 

• W
iki>25 E

nglish w
ords seen m

ore than 25 tim
es in W

iki-E
N 

• E
uro-5-6k top frequent 5000 to 6000 w

ords of W
M

T2011 

Frequency 
m

in 
m

ax 
avg 

cov (%
) 

W
iki≤25 

1 
25 

10 
100.0 

W
iki>25 

27 
19.4k 

2.8k 
100.0 

E
uro5-6k 

1 
2.6M

 
33.6k 

  87.3 
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M
etaparam

eters explored 
• R

app 
• w

indow
 size (3,7,15,31) 

• association m
easure (LLR

, discontinuous odd-ratios) 
• projecting U

N
K

 w
ords (yes, no) 

• sim
ilarity m

easure (fixed, cosine sim
ilarity) 

• seed lexicon (fixed, in-house 107k entries) 
• W

ord2Vec 
• skip-gram

 versus continuous bag-of-w
ord 

• negative sam
pling (5 or 10) versus hierarchical softm

ax 
• w

indow
 size (6,10,20,30) 

• dim
ension (from

 50 up to 250 for S
K

G and 200 for C
B

O
W

) 
• seed lexicon (2k-low

, 5-high, 5k-rand) 
• Faruqui &

 D
yer 

• ratio (0.5, 0.8 and 1.0) 
• fixed dim

ension (the best one for W
ord2V

ec)  
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  N
o adhoc filtering as usually done, so very tim

e and m
em

ory 
challenging for the R

app approach  
  (P

rochasson and Fung, 2011)
             this w

ork  
- 

~20k docum
ent pairs

              ~700k ones 
- 

target voc. 128k w
ords (nouns)

 3M
 w

ords 
    

W
e did apply a few

 filters:  
- 

context vectors: 1000 top-ranked w
ords 

- 
50k first occurrences of a source term

 
   



Best variant (per test set) 
@

1 
@

5 
@

20 
W

iki>25                            (ed@
1 19.3) 

  R
app 

20.0 
33.0 

43.0 
  M

iko 
17.0 

32.6 
41.6 

  Faru 
13.3 

26.0 
33.3 

W
iki≤25                          (ed@

1 17.6) 

  R
app 

2.6 
4.3 

7.3 
  M

iko 
1.6 

4.6 
10.6 

  Faru 
1.6 

2.6 
5.0 

E
uro5-6k                           (ed@

1 8.0) 

  R
app 

16.6 
31.8 

41.2 
  M

iko 
42.0 

59.0 
67.8 

  Faru 
30.6 

47.7 
59.8 
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R
eranking C

andidate Translations 
(Jakubina and Langlais, 2016) 
• R

eranking show
n useful in a num

ber of settings 
(D

elpech et al., 2012; H
arastani et al., 2013; K

ontonatsios et al., 2014) 
 • Trained a reranker (random

 forest) w
ith R

ankLib 
• 700 term

s for training, rem
aining 300 term

s for testing 
• 3-fold cross-validation 

• Light features for each pair (s,t):  
• frequency-based features 

• freq of s,t and their difference 
• string-based features 

• length of s and t, their difference, their ratio, edit distance(s,t) 
• rank-based features 

• score and rank of t in the native list 
• num

ber of lists in w
hich t appears (w

hen several n-best lists are considered) 
 

43 
felipe@

B
U

C
C

 2017 



R
eranking Individual n-best Lists 

Individual 
1-R

eranked 
@

1 
@

5 
@

20 
@

1 
@

5 
@

20 
W

iki>25                   

   R
app 

20.0 
33.0 

43.0 
36.3 

48.8 
53.8 

   M
iko 

17.0 
32.6 

41.6 
38.1 

49.0 
54.3 

   Faru 
13.3 

26.0 
33.3 

34.3 
44.0 

47.9 
W

iki≤25                 
   R

app 
2.6 

4.3 
7.3 

8.6 
9.4 

10.2 
   M

iko 
1.6 

4.6 
10.6 

16.6 
19.0 

20.1 
   Faru 

1.6 
2.6 

5.0 
7.9 

8.7 
8.9 

E
uro5-6k                  

   R
app 

16.6 
31.8 

41.2 
34.6 

48.6 
51.9 

   M
iko 

42.0 
59.0 

67.8 
47.0 

68.1 
73.0 

   Faru 
30.6 

47.7 
59.8 

41.2 
58.0 

66.0 44 
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R
eranking several n-best Lists 

1-R
eranked 

n-R
eranked 

@
1 

@
5 

@
20 

@
1 

@
5 

@
20 

W
iki>25                    

   R
app 

36.3 
48.8 

53.8 
   M

iko 
38.1 

49.0 
54.3 

R
+M

 
43.3 

58.4 
62.4 

   Faru 
34.3 

44.0 
47.9 

R
+M

+F 
45.6 

59.6 
64.0 

W
iki≤25                 

   R
app 

8.6 
9.4 

10.2 
   M

iko 
16.6 

19.0 
20.1 

R
+M

 
18.9 

22.0 
23.6 

   Faru 
7.9 

8.7 
8.9 

R
+M

+F 
21.3 

24.4 
25.7 

E
uro5-6k                  

   R
app 

34.6 
48.6 

51.9 
   M

iko 
47.0 

68.1 
73.0 

R
+M

 
49.5 

68.7 
76.1 

   Faru 
41.2 

58.0 
66.0 

R
+M

+F 
47.6 

68.5 
76.2 
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O
ne-Slide W

rap up 
• H

yp: M
odel-centric research som

ehow
 hides the 

value of: 
 

• know
-how

 in m
anaging bilingual data (parallel and 

com
parable) 

• evaluation protocols involving real users (or proxies) 

• B
etter handling data is part of the gam

e 
• W

e should learn from
 users 
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Thank you for your attention  
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