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Abstract 
This paper presents our experience in the use of a mix of linguistics aware transductor and XML technologies for bilingual informa-
tion extraction from judgments in both French and English within a legal information and summarizing system. We present the con-
text of the work, the main challenges and how they were tackled by clearly separating language and domain dependent terms and 
vocabularies. The use of Excel sheets for keeping dictionary information enables an easy to use customization approach for non 
linguists or non computer scientists. 

 

1. Context of the work 

One field in which information is produced in large 
quantities and needs to be adequately classified and be 
reliably accessible is the legal field.  Indeed, legal ex-
perts perform relatively difficult legal clerical work that 
requires accuracy and speed.  These legal experts often 
summarize legal documents, such as court judgments, 
and look for information relevant to specific cases in 
these summaries.  These tasks involve understanding, 
interpreting, explaining and researching a wide variety of 
legal documents.  The summary of a judgment is a com-
pressed but accurate statement of the judgment’s con-
tents. Summaries help organize a large volume of docu-
ments so that finding relevant judgments for a specific 
case is easy and efficient.  

That is why judgments are frequently manually summa-
rized by legal experts.  However, human time and exper-
tise required to provide manual summaries for legal re-
search make human-generated summaries relatively ex-
pensive.  Also, there is always the risk that a legal expert 
misinterprets a judgment and misclassifies it or produces 
an erroneous summary. 

Because of the high accuracy required in the classifica-
tion and summarization of legal judgments, commonly 
available automatic classification and summarization 
methods are typically not suitable for this task. 

NLP Technologies is an enterprise that develops solu-
tions specifically for users of legal search tools. The 
company’s services are available through the company’s 
website1 and include access to four main tools: 
• DecisionExpress is the tool that processes judicial 
                                                             
1  http://www.NLPtechnologies.ca 

decisions automatically and makes the information 
used by jurists daily more accessible by presenting 
the summaries of the legal record of the proceedings 
of federal courts in Canada as a table-style summary 
as shown in Figure 1. This service provides some 
form of continuing education for legal practitioners 
and saves hours of reading by extracting the essen-
tial information and showing it in a uniform format 
for many cases of the same type.  

• SearchExpress, integrated within DecisionExpress is 
a search engine that allows users to search the NLP 
Technologies’ database.  

• BiblioExpress is a virtual law library providing ac-
cess to legislations, regulations and international in-
struments.  

• StatisticExpress is a specialized fact-finder provid-
ing fast and easy access to pertinent data and gov-
ernment statistics. 

Since August 2006, the Federal Court of Canada has 
been using the services of NLP Technologies. The sum-
maries are available within 2 days of the publication 
date. 

FLEXICON (Smith & Deedman, 1987), SALOMON 
(Moens et al.,1999) and SUM projects (Grover et 
al.,2003) attest the importance of the exploration of legal 
knowledge for sentence categorisation and summariza-
tion (Moens 2007). NLP Technology’s extraction of the 
most important units is based on the identification of the 
thematic structure in the document and the determination 
of argumentative themes of the textual units in the judg-
ment (Farzindar & Lapalme, 2004; Farzindar,2005). 



 
Figure 1: Factsheet from DecisionExpress showing two cases from a week in which 4 immigration cases have been 
allowed and 8 dismissed. The left part give the subject, the decision and the name of the judge while the right part gives 
a very short summary, the topics dealt in this case, the country in which the applicant resided and the pertinent legisla-
tion that was cited in the case. By merely clicking on the appropriate button, it is possible to get a longer summary 
(shown in Figure 2) or even the text of the original judgment. 

 
2. The Immigration and Refugee Law 

We describe in more detail the process of dealing with 
decisions in the field of Immigration and Refugee Law. 
All Canadian immigration decisions are retrieved from 
the Federal courts web site when they become public, 
and are then processed in order to produce two valuable 
pieces of information (See Figure 1),: a Factsheet, which 
is a fixed set of structured information automatically 
extracted from the decisions (name of the judge, name of 
the case, docket number and neutral citation number, 
place of hearing …), and an automatic summary of the 
decisions, a sequence of relevant sentences taken directly 
from the original decision and presented in a table (Fig-
ure 2). The factsheet clearly identifies such salient in-
formation as the subject matter, key words, presiding 
judge, result, legislation cited, etc., as well as an auto-
matic  summary composed of extracts from the decision 
and presented in a thematic table.   

As the Court decisions in this domain are well structured, 
it is possible to identify three main parts and develop a 
specialized information extraction process for each:  
1. Prologue: a list of semi-structured information such 

as the docket number, the place and date of hearing, 
the judge's, plaintiffs' and defendants' names. Each 
piece of information is usually introduced by a spe-
cific label but the concept extraction and the deter-
mination of the matter of the decision require a more 
detailed analysis. 

2. Decision: a full-length text, structured in sections 
usually identified by titles or by specific sentences 
starting those sections. A typical decision is divided 
into six themes usually appearing in the following 
order: introduction, context, issues raised by the 
plaintiffs, reasoning, conclusion and the order. Some 
sections may be missing in some decisions, while 
additional sections may appear in other ones. The 
order in which sections appear may also vary.  

3. Epilogue: another list of semi-structured informa-
tion such as the lawyers' and solicitors' names. 

The information from the prologue and epilogue are kept 
in a database and an automatic table style summary is 
produced for the decision. The result is then reviewed by 
a lawyer from NLP Technologies who can make some 
manual adjustments. The overall result is revised by an 
Editorial Board before the information becomes avail-
able to the company's subscribers on the Web. This mix 
of automatic processing and manual revision has been in 
operation for 2 years and has given very good results on 
Immigration decisions written in English. 

We now describe a new version of that process, being 
gradually put in production, to extend the system to de-
cisions in the same field written in French and to deci-
sions in other fields covered by the Canadian Federal 
Law such as tax law and intellectual property law. Two 
core ideas have presided to this re-engineering: the use 
of linguistics aware technology and parameterization. 



 
Figure 2: Automatically generated, and manually revised, summary returned after clicking on the View Summary button 
at the bottom left of Figure 1. All sentences of the summary being taken verbatim from the original decision, they can 
thus be used as argumentation. The sentences are classified into meaningful sections: Introduction, Context, Reasoning 
and Conclusion. Note that sentences are not necessarily in the same order in the judgment and in the summary. 
 
 

3. Overview of the linguistics aware  
Information Extraction Process 

Canadian immigration decisions are available on the 
Web2 as HTML documents and can be in English or 
French depending on the language used at the hearing. A 
decision may naturally be relevant for Canadian lawyers 
no matter in which language it is written. Since HTML 
tags define the presentation of those decisions, rather 
than their structure, and since the presentation as well as 
its HTML definition is liable to evolve over time (and it 
has…), we cannot rely on only these tags to identify the 
structure of the decisions. We will thus have to analyze 
the text of the decision itself to discover what parts of the 
text are part of each section that will appear in the sum-
mary. 

Figure 3 shows a simplified view of the overall trans-
formation pipeline combining different technologies to 
                                                             
2 http://decisions.fct-cf.gc.ca/fr/index.html 

go from an original judgment as an HTML file taken 
from the web site of the Canadian Federal Court to an 
XML file that is saved within a data base from which the 
final summary, also in HTML, is generated. This XML 
file can also be changed during the manual revision 
process by NLP Technologies lawyers that access it 
through a specialized revision interface. 

This transformation process involves both local (within a 
sentence) processing, more global processing taking into 
account parts of the documents that can be farther apart 
and statistical processing for computing the salient sen-
tences that will compose the final summary.  

We have decided to use technologies that are appropriate 
for each step of the transformation. Transductors allow a 
great flexibility in sentence processing, XSLT 
stylesheets are an efficient mean for selecting and trans-
forming longer spans of texts and a procedural language 
is used for computing the final statistics to select the 
final sentences to appear in the summary. 



Figure 3: System architecture going from the original to the summary. Unitex graphs are used for going from HTML to 
XML and for linguistic processing within a sentence or for short spans of text. XML Transformation Stylesheets enable 
to take into account long distance dependencies and the statistical computations for determining the most important 
sentences to appear in the summary are done by a C# program. 
 

3.1 Local processing 

A first step is thus to convert HTML documents into 
text files and then use linguistic cues to identify the 
decision structure as well as the relevant factual in-
formation. Fortunately, decisions follow a rather 
stereotypical pattern and use recurrent information 
identifiers or section headings. Such identifiers have 
several variants, but there are usually a fixed set of 
them.  

We decided to use XML tags to identify text structure 
and relevant factual information, since there are sev-
eral general-purpose XML-based processing tools, 
such as structure validation or document transforma-
tion tools. So our process will first eliminate most 
HTML tags and transform others into paragraph 
markers. 

Relevant information will then be identified through 
linguistic cues, which are phrases identifiable through 
context-free grammars. As we are aiming for power 
and flexibility we decided to make use of the trans-
ductor technology, namely Unitex3, a descendant of 
INTEX (Silberztein 1973), to identify, mark and 
transform spans of texts by means of regular expres-
sions which provides the following advantages: 

1. Regular expressions are represented with graphs 
(see Figure 4 for an example) instead of complex 
sequences of operators and their base unit is the 
word rather than the character. Lan-
guage-dependant character equivalences are ap-
propriately handled. 

                                                             
3 http://www-igm.univ-mlv.fr/~unitex/ 



 
Figure 4: A graph defines a set of paths matching  words encountered in the text going from the entry node (the triangle 
on the far left) to the exit node (the circle containing a square) on the right. A node can match either be a single word 
(see Canadian above), or one word contained in a list defined in the dictionary (see <COUNTRY> above). When a path 
going from the entry to exit has been found, information can be added (shown here in bold) to the original text. Here 
the occurrence detected is tagged with an XML tag named EINFO with attributes ATYPE having value country and 
Avalue having a value pays that was saved during matching this graph.  This graph detects the country from which the 
applicant originates. The 4 paths out of the start state, from top to bottom, correspond respectively to: 1) a path that 
recognized phrases such as "his removal to Kenya", 2) a path that recognizes phrases such as "[is scheduled to be] re-
moved to Kenya", 3) a path that recognizes phrases such as "[is a] citizen of Kenya", 4) a path that recognizes phrases 
such as "[is a] Kenyan citizen" or "[est] citoyen kenyan". Note that adjectives derived from country names, recognized 
by the last path, are not listed in the dictionary contrary to country names, which are listed. 

2. It works with a user-defined dictionary in which 
words and phrases may be assigned various 
user-defined syntactic or semantic categories 
which may in turn be used in graphs. Flexional 
categories and morphological criteria can be al-
most freely combined with those syntactic and 
semantic categories, enabling the expression of 
complex search criteria without ever having to 
translate those criteria into character patterns. 

3. Graphs may be used as subgraphs of other more 
complex graphs, enabling graph reusability. 

4. Parameterized graphs (explained in the next sec-
tion) add even more flexibility to our processing. 

Unitex graphs have the power and efficiency of regu-
lar expressions, with the additional benefits of linguis-
tic awareness and much improved user-friendliness. 
These grammars recognize word patterns most often 
limited to a single sentence. Unitex processing of the 
judgments involve the use of 33 compiled graphs for 
transforming the HTML form of a judgment to a la-
beled XML file. An example of such a graph that de-
tects the applicant's country of origin is displayed as 
Figure 4. 

3.2 Global processing 
Although there is no theoretical bounds on the span of 
input that can be processed by a Unitex transductor, in 
practice we have experienced many problems when 
the input is too long. Unitex is cumbersome for ex-
pressing long-range dependencies but there are how-

ever a few contextual or structural rules to implement, 
such as:  

• A sentence that contains a pattern associated with 
salient phrases of section X is a salient phrase of 
section X if and only if it appears in that section. 

• All sentences of a paragraph following a sentence 
identified as a citation are also part of that cita-
tion. 

We decided to express such structural rules with 
XSLT stylesheets applied to the resulting XML format 
of the documents.  

Using XML provides the additional benefit of check-
ing the conformity of the document structure to the 
XML schema associated with decisions. The XSLT 
processing uses 10 templates.  

3.3 Statistical processing 
The above processing has tagged the original text 
without modifying it but to identify the sentences to 
appear in the summary, some statistical computations 
are involved such as the computation of TF•IDF 
scores and other numerical values. This process is 
done with a C# program that parses the XML docu-
ment produced by the previous two steps. 

The HTML input files are about 30K characters long, 
corresponding to 16K words. On a stock desktop PC, 
the processing time for applying Unitex graphs, proc-
essing XSLT templates and computing statistics is 
about 40 seconds by judgment. 



4. Parameterization of the Information 
Extraction Process 

As shown in Figure 4, Unitex graphs can refer to 
words defined in a dictionary, a user-defined list of 
word forms associated with their root form as well as 
various syntactic and semantic categories and mor-
phological features. It would be cumbersome to define 
all word forms by hand, especially in an inflected 
language like French in which semantic categories do 
not vary with the flexion, Unitex offers two types of 
dictionary definitions:  the inflected dictionary, where 
it is possible to directly define word forms, and the 
non inflected dictionary, which will be inflected by 
Unitex using an inflexion graph provided by the user. 
Such graphs are language dependent but are applica-
tion domain independent. 

Unitex offers an additional mechanism called the pa-
rameterized graph, which combines a generic graph 
containing variables and a parameter file. The latter is 
a text file containing the values to be taken by the 
variables. More precisely, each line of the parameter 
file will generate a subgraph, and the whole family of 
subgraphs will be integrated as a single graph. Each 
subgraph thus represents an alternative and the main 
graph a disjunction of all those alternatives. 

In order to maximize the parameterization of our sys-
tem, we have made an extensive use of the dictionary 
as well as of parameterized graphs, so that many graph 
updates can simply be made through the update of 
those parameter files followed by a graph recompila-
tion. We have used Microsoft Excel in order to gather 
the various parameter files in one single place, to 
make data definition user-friendlier, to validate it with 
an Excel macro, which includes cross-checks between 
those lists when applicable and to give the user a 
user-friendly way of consulting, sorting and filtering 
those parameter lists.  

Some operators such as X in-same-sentence-as 
Y or X near Y, not available in Unitex have been 
developed with auxiliary graphs, and can be used in 
those lists to implement complex rules: there is a fixed 
list of them however, since we did not want to imple-
ment a general rule compiler.  

In total, there are 10 worksheets in this Excel file: 
each of them parameterizes a specific aspect of the 
information extraction process. The dictionary itself 
contains 432 uninflected single words, 840 inflected 
single words or single words without any flexion and 
812 phrases. Those figures combine both English and 
French entries. In a specialized information extraction 
setting like this one, we only have to deal with words 
that are used for segmenting the judgment or for iden-
tifying specific information like dates, names of par-
ties. Most of the words encountered in the text are 
simply taken as is and will be given back verbatim if it 
happens that the sentence as a whole is chosen to ap-
pear in the summary. 

5. Maintenance of the Information 
Extraction Process 

The information extraction transductors were devel-
oped originally by the manual inspection of about 60 
decisions in both English and French published in 
2007. Only a few (about 5%) of current decision are 
not processed correctly and imply some manual ad-
justment either by correcting the formatting of the 
input or by adding new words in the dictionary. 

We have also tested the transductors on 14 380 his-
torical decisions published between 1997 and 2006. 
Only 15% of those decisions were incorrectly proc-
essed by the original information extraction process, 
i.e. the resulting XML document was not well-formed, 
usually because the beginning of a section was de-
tected but not its end or vice-versa. This happens be-
cause these complementary elements are tagged inde-
pendently.  

Resolving the problems caused by 9 decisions helped 
resolve the problems encountered in 49 additional 
decisions (over 90 decisions tested). In other words, a 
single problem occurred on average on 6.5 decisions 
among the 90 decisions on which corrections were 
tested. Among those 9 problems, 3 implied adding 
entries in the dictionary, 5 implied modifying existing 
graphs in order to improve their flexibility. We de-
cided not to take any step on the last one which was 
caused by a misspelling in the decision. It is yet un-
clear whether our parameterization effort has been 
sufficient, since only 3 problems out of 8 could be 
solved without modifying any graph. We are just at 
the beginning of the correction process however, and 
we hope that, as time goes on, a higher proportion of 
problems will be solved through dictionary update, as 
well as we can hope that one single correction will 
have a positive impact on more decisions. Moreover, 
we know that decisions have been presented in a 
considerably more homogeneous way since 2003, so 
that historical results are worse than those obtained on 
current decisions. 

So we are confident that as the time goes on, there will 
be less and less manual work to do by NLP technology 
legal staff who will merely check that everything is all 
right for publication. It is too early to do a formal 
evaluation of the new process both in terms of the 
efficiency of extraction and in the reduction of manual 
corrections needed before the judgment is put on the 
NLP Technologies web site.  But as the process is 
good enough to be gradually put in production, we are 
very pleased with the result. 



6. Conclusion and Perspectives 

DecisionExpress is the first service in the world based 
on an automatic summarization system developed spe-
cifically for legal documents. It is implemented in a 
real-life environment and currently produces summaries 
for large collections of judgments (between 25 and 50 
each week) written in English in the immigration do-
main. 

In this article, we have presented our recent work for 
extending the applicability of the system to French and 
to other domains such as financial field and intellectual 
property field. The main idea was to separate the lin-
guistic cues used to achieve a precise information ex-
traction in different domains. The output of the system 
is systematically reviewed by a lawyer but the goal is to 
have the system do as much work as possible. 

To allow NLP Technologies client to work in the lan-
guage they are most comfortable with, a project of 
automatic translation summary of judgments is under 
way. That would help users during the (up to nine) 
months it takes for the official translation to be pub-
lished. As the summaries are obtained with extracts of 
the original judgment, the decision could be summa-
rized both in English and in French, regardless of the 
original language of the judgment by taking the cor-
responding extracts from the automatic translation. 
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