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Abstract User interactions in Web search, in particular, clicks, provide valuable hints on

document relevance; but the signals are very noisy. In order to better understand user click

behaviors and to infer the implied relevance, various click models have been proposed, each

relying on some hypotheses and involving different hidden events (e.g. examination). In

almost all the existing click models, it is assumed that clicks are the only observable

evidence and the examinations of documents are deduced from it. However, with an

increasing number of embedded heterogeneous components (e.g. verticals) on Search

Engine Result Pages, click information is not sufficient to draw a complete picture of

process of user examination, especially in federated search scenario. In practice, we can also

collect mouse movement information, which has proven to have a strong correlation with

examination. In this paper, we propose to incorporate mouse movement information into

existing click models to enhance the estimation of examination. The enhanced click models

are shown to have a better ability to predict both user clicks and document relevance, than

the original models. The collection of mouse movement information has been implemented

in a commercial search engine, showing the feasibility of the approach in practice.
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1 Introduction

User interactions with a search engine provides valuable feedback useful for improving

document ranking. In particular, user click-through is widely used as implicit relevance

feedback, which is, however, very noisy. In order to understand if and how much a user

click on a result document implies true relevance, one has to take into account different

factors, in addition to document relevance, that may affect user click behaviors. For

example, a document ranked at the top position naturally has a higher probability to be

clicked, regardless to its relevance. There is thus an acute need to understand how likely a

click could mean relevance.

To this end, a number of click models have been proposed (Craswell et al. 2008; Guo

et al. 2009a; Chapelle and Zhang 2009), which usually involve additional events (e.g.

examination) and different assumptions. For example, Cascade model (Craswell et al.

2008) supposes that users examine results one by one sequentially and leave immediately

after clicking a certain document. Dependency Click Model (DCM, Guo et al. 2009a)

extends the Cascade Model by allowing users to return to SERPs after result clicks.

Dynamic Bayesian Network Model (DBN, Chapelle and Zhang 2009) takes into account

not only the position factor, but also the presentation bias. In addition to the assumptions

on how users behave on SERPs, a click is generally assumed to subsume examination.

According to the commonly used Examination Hypothesis (Richardson et al. 2007), one

result is clicked if and only if it is both examined and relevant. With this hypothesis, we

can infer the relevance of search results and examination behavior based on click behavior

on SERPs. Several previous studies proposed to take into account more factors such as user

preference (Xing et al. 2013), presentation styles (Wang et al. 2013) or query intents (Hu

et al. 2011). However, these models inevitably become more complex and one has to infer

more hidden variables (preference, query intent, etc.) from clicks, which is often chal-

lenging to do correctly in practice.

The quality of a click model strongly depends on the observed information used for its

construction. Most existing click models assume that clicks are the only information

available. All the hidden variables and events are induced from click events. If more

observed information is used, one can expect to obtain a better click model. In particular,

eye-tracking information can reveal the examination behavior of users, and when incor-

porated into click model construction, can improve the quality of the latter. Unfortunately,

in a realistic web search situation, eye-tracking information is unavailable.1 On the other

hand, mouse movement data can be easily collected at large scale. Several recent studies

(Buscher et al. 2009; Huang et al. 2011, 2012a; Rodden et al. 2007; Liu et al. 2014)

showed that mouse movements strongly correlate with eye fixations and examination.

According to strong eye-mind hypothesis (Just and Carpenter 1980) which supposes that

what the eyes fixate on is what the mind processes, the eye fixation behavior has close

relationship with the result examination behavior. This motivates us to construct a click

model by incorporating mouse movements as proxy of eye fixations and examinations, into

click models.

1 Although there exists several relatively inexpensive solutions for eye-tracking devices, they still require a
complicated calibration process each time users are engaged and thus not applicable.
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An example of the strong correlation between mouse movements and eye fixations in

Web search process can be seen in Fig. 1, which shows a typical example of what we

observed on a human subject for the query ‘‘TV Dating shows’’ (see Sect. 3 for more

details). The left side shows the sequence of eye fixation on the SERP and the right side

provides the corresponding positions of fixations and mouse hovers/clicks. The x-axis

represents the dwell time of the session; while the y-axis represents the vertical coordinates

of the mouse and the eyes on the screen. As shown in this figure, the subject’s examining

process does not always follow the cascade examination hypothesis.2 However, the vertical

coordinates of mouse positions and eye fixations are highly correlated throughout the

search session. This example (and our more complete observations in Sect. 3) shows that

user examinations could largely be predicted by mouse movements.

Recently, mouse movement information has been used in a number of studies for

predicting result relevance (Speicher et al. 2013; Lagun et al. 2014) or search success (Guo

et al. 2012). A number of behavior features and mouse movement patterns [a.k.a. motifs

(Lagun et al. 2014; Liu et al. 2015a)] are also proposed in these studies. Our work differs

from these efforts in that we focus on leveraging mouse movements to predict examina-

tions in click models. Although mouse movements provide us with more information, they

may suffer from data sparsity problems because users usually only focus on top search

results (Joachims et al. 2005) and there may not be enough interactions with the lower-

ranked ones. A combination of user behavior assumptions and eye-tracking evidences in

the framework of click model may help us to benefit from both sides and generate better

estimation of user behaviors as well as result relevances. Considering the fact that more

and more heterogeneous components (e.g. verticals) are incorporated into SERPs and

users’ behavior patterns are largely affected by them (Liu et al. 2015b; Wang et al. 2013),

it remains unclear how we can make good use of both the existing behavior assumptions

and mouse movement features to improve the ranking of search results in a heterogeneous

environment. To shed light on this, we conducted both a lab-based eye-tracking study to

confirm the correlation between mouse movements and eye fixations, and a large-scale

practical search experiment with real search logs to show that our new click model can

better account for user interactions and yield better relevance prediction. To our best

knowledge, we are among the first to incorporate mouse movement information into click

models and validate its effectiveness in practical Web search situation.

Our contributions in this paper are threefold: (1) we propose a model to predict user

examinations of results in a heterogeneous search environment using mouse movements;

(2) we propose to enhance existing click models by combining the above examination

prediction and existing behavior assumptions; (3) a large-scale data set containing both

click-through and mouse movement behavior information is collected with the help of a

popular commercial search engine; and the effectiveness of the enhanced models are

validated on this data set.

The rest of this paper is organized as follows. In Sect. 2, we present some related works

on the construction of click models and the analysis of eye/mouse coordination. In Sect. 3,

we introduce the data collection process. After that, the examination prediction method

based on mouse movement features is presented in Sect. 4. We then describe the details of

the proposed click model in Sect. 5 and present the results of large-scale search ranking

experiments in Sect. 6. Finally, we present some conclusions and future research

directions.

2 According to cascade assumption (Craswell et al. 2008), users should examine search results from top to
bottom one by one sequentially.
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2 Related work

Our work is related to three families of prior research: (1) eye/mouse movements on

SERPs, (2) user behavior studies in heterogeneous environment and (3) studies on the

construction of click models.

2.1 Eye/mouse movements on SERPs

The primary goal of most existing studies on eye/mouse movement behaviors on SERPs is

to detect the user’s attention allocation mechanism in Web search. Granka et al. (2004) and

Joachims et al. (2005) were among the first to investigate the influence of result positions

on user’s attention allocation based eye movement information. They discovered a trend of

browsing results from top to bottom, leading to the Cascade Hypothesis which has been

adopted in many follow-up click model construction research. However, recent research

finds more complex interaction patterns in users’ search process. For example, Naval-

pakkam et al. (2013) presented a lab study on the effect of a rich information panel on the

right side of the search result column. They found that the widely adopted top-down linear

examination order of search results is not applicable for a nonlinear page layout (e.g. one

with knowledge graph components or multimedia vertical results). Buscher et al. (2009)

also investigated users’ gaze information and built a model that can predict the most salient

regions on Web pages.

To avoid the high expense and inconvenience of eye tracking devices,3 researchers try

to find a substitute that is both inexpensive to collect and suitable for large-scale experi-

ments. Chen et al. (2001) recorded subjects’ eye/mouse movements in Web browsing

Fig. 1 Mouse/eye tracking results on a SERP for a user after submitting a query ‘‘TV Dating shows’’

3 Although there has been eye-tracking devices that are affordable to most researchers such as EyeTribe
(http://theeyetribe.com/), it is still not possible for each search user to install one on their PCs or mobile
devices. The calibration process before each usage also makes it difficult to persuade users to adopt them
during their Web browsing processes.
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experiments and found a strong correlation between gaze and mouse positions. To study

implicit feedback on users’ interest, Claypool et al. (2001) developed a browser to collect

clicks, mouse movement, scroll and elapsed time. They found that scroll behavior is highly

correlated with users’ explicit interest rating. Rodden et al. (2007) went further into the

relationship between eye movements and mouse movements, and discovered three patterns

of active mouse usage: following the eye vertically with the mouse, following the eye

horizontally with the mouse, and using the mouse to mark a promising result. Huang et al.

(2012a) examined the question if ‘‘gaze is well approximated by cursor’’, by conducting a

search study with 36 subjects and 32 search tasks, to determine when gaze and cursor are

aligned. They found that cursor position is closely related to eye gaze on SERPs and can be

used to estimate search result relevance and distinguishing bad abandonment, which

suggests that users are dissatisfied with the search results, from good abandonment (users

can find the answer directly without clicking the result) (Huang et al. 2011).

The high correlation between eye movements and mouse movements motivated many

attempts to use mouse movement data for result ranking. Guo and Agichtein (2008) used

mouse trajectories on SERPs to infer and disambiguate query intent. They also identified

fine-grained features of examination and interaction behavior on both SERPs and landing

pages to predict document relevance (Guo and Agichtein 2012; Guo et al. 2012). Speicher

et al. (2013) built a cursor tracking system that can collect mouse movement information

and estimate result relevance in a large scale. Lagun et al. (2014) try to automatically

discover frequent mouse subsequences, or motifs, on landing pages to predict relevance of

search results.

We can see that mouse movement information has been used in many existing studies

on result examination process of search users. It also proves a useful signal reflecting the

user’s implicit relevance judgments. However, to our best knowledge, there is no work

which tries to adopt mouse movement information into the construction of click models.

2.2 User behavior on heterogeneous SERPs

With an increasing number of vertical sources are aggregated into traditional web search

results, the user behavior has become more and more various and complex in these

heterogeneous search environment. Some prior work have noticed the difference of user

behavior in federated search and strive to gain a better understanding of users’ search

behavior by either conducting user studies or performing large-scale log analysises. For

example, Sushmita et al. (2010) showed that different presentation styles may affect users’

click behavior. They indicated that users prefer to click more on video results than on

image or news verticals. Wang et al. (2013) and Diaz et al. (2013) respectively demon-

strated that different appearances may lead to various interaction biases. By performing a

crowd-sourcing study with explicit user assessments, Zhou et al. (2013) found a similar

behavior trending in federated search. Arguello and Capra (2014) revealed the relationship

between users’ intents and the senses of queries. By focusing on aggregated search

coherence, they found that a so-called spill-over effect generalizes differently across

verticals. To take it a step further, Liu et al. (2015b) systematically investigate the dif-

ferences of user examination behavior in federated search and showed three vertical-aware

behavior effects, namely attractiveness effect, examination cut-off effect and the exami-

nation spill-over effect.

These existing works have revealed the differences in examination and click behaviors

between homogeneous and heterogeneous search environments. As the change of user

behavior, especially click behavior on SERPs, may inevitably affect the performance of
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click models, it inspires us to further find more general signals or features to improve click

models in practical search scenario. Based on our experiment, we showed that mouse

movements can provide a way to meet this requirement and help better model users’

behaviors.

2.3 Click model construction

Click is a major user interaction with a search system and it can be used as implicit

relevance feedbacks for ranking (Joachims et al. 2005). However, according to existing

studies, user clicks are noisy because they are affected by different biases, like position

bias towards documents higher in the ranking (Joachims et al. 2005; Guan and Cutrell

2007), attention bias towards visually salient documents (Wang et al. 2013), and novelty

bias towards previously unseen documents (Zhang et al. 2011). In order to take these

biases into account, researchers proposed a series statistical generative models to model

users’ browsing, examining, and clicking behaviors on SERPs. These models are called

click models. By introducing random variables and dependencies between these random

variables, click models can effectively and efficiently extract implicit relevance feedbacks

from a large amount of search logs.

Different clicks models make different assumptions and hypotheses on users’ browsing

process on SERPs. One of the hypotheses shared by most click models is the Examination

Hypothesis, which assumes that users will click a result if and only if they have examined

the result on the SERP and think the result is relevant. Originally formulated by

Richardson et al. (2007), the assumption can be described as follows:

PðCi ¼ 1Þ ¼ PðEi ¼ 1ÞPðCi ¼ 1 j Ei ¼ 1Þ ð1Þ

where PðCi ¼ 1Þ is the probability that the result on position i is clicked; PðEi ¼ 1Þ is the
probability that result i is examined by users when browsing the SERP; and PðCi ¼ 1 j
Ei ¼ 1Þ is the attractiveness or relevance of the document on position i for the given query

q.

Another commonly used hypothesis on user behavior is the Cascade Hypothesis.

Cascade Hypothesis states that users examine the results on SERPs sequentially top-down.

With this hypothesis, Craswell et al. (2008) presented a Cascade Model assuming that

users examine results one by one and leave immediately after clicking a certain document.

However, the user may look for multiple results and return to the SERP to continue

searching even after finding a relevant document. Guo et al. (2009a) extended the Cascade

Model by allowing users to return to SERPs after result clicks. They use a group of global

parameters to describe users’ returning probabilities at different positions. Chapelle and

Zhang (2009) further investigated the process of this ‘‘returning’’ behavior. They proposed

the Dynamic Bayesian Network Model (DBN) which is the first model to consider pre-

sentation bias. This model distinguishes the actual relevance from the perceived relevance,

where the perceived relevance indicates the relevance represented by titles or snippets in

SERPs and the actual relevance is the relevance of the landing page. If users think a certain

result is attractive, they will click it, and if the result can satisfy their needs, they will leave

SERPs without returning. Some widely used effectiveness metrics for IR systems, like

Rank-biased Precision (RBP, Moffat and Zobel 2008) and Expected Reciprocal Rank

(ERR, Chapelle et al. 2009), are also based on the cascade hypothesis. Zhang et al. (2010)

further construct a click model and use it to estimate a suitable parameter for RBP.
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Since the assumption in Cascade Hypothesis that users examine results sequentially

doesn’t always fit practical situations, several researchers designed click models based on

more complex behavior assumptions. Dupret and Piwowarski (2008) described a User

Browsing Model (UBM) by hypothesizing that users’ examination behaviors are related to

the position of current result and the distance to their last click. Liu et al. (2009) refined the

parameter estimation process of UBM and presented a computing friendly model named

Bayesian Browsing Model (BBM). Wang et al. (2013) found that such factors as results’

appearance also affect users’ examination. They therefore constructed a Vertical-aware

Click Model that considers biases in addition to the position bias. Some existing studies

(Thomas et al. 2013; Wang et al. 2015) used eye-tracking devices to analyze the exami-

nation behavior on SERPs and found that users’ examination and click behavior is not

strictly from top to bottom. Based on these findings, a Partially Sequential Click Model

(PSCM, Wang et al. 2015) were proposed to model the non-sequential click behaviors in

search logs.

Although many studies showed that mouse movement information is a reasonable

substitute for eye tracking, only a few studies tried to incorporate this kind of information

into click models. Huang et al. (2012b) tried to analyze users’ interactions with search

results and extended DBN by adding constraints on its latent variables. However, they left

the abundant mouse movement data unexplored and only used mouse hover and scroll

information. As we showed in Fig. 1, there exists much richer mouse movement infor-

mation that is strongly correlated with user’s examination behavior, and this information

can be used in click models. Speicher et al. (2013) extracted a variety of features from

mouse movement data to predict document relevance, but what they built is a regression

model that cannot incorporate with existing behavior assumptions.

Most of existing click models, such as UBM (Dupret and Piwowarski 2008), BBM (Liu

et al. 2009), Vertical-aware Click Model (Wang et al. 2013), focus on one special search

scenario(e.g., heterogeneous or homogeneous search). It means that these models have

some limitations in practical search environments, which becomes more and more complex

and heterogeneous. In this paper, we proposed a novel framework to construct click models

which can be applied in both heterogeneous and homogeneous search scenarios. Therefore,

our work extends existing click model research in three aspects: Firstly, we take vertical

biases (Wang et al. 2013; Liu et al. 2015b) into consideration when we construct click

models and use rich mouse movement information to improve the performance of click

models in both heterogeneous and homogeneous search environments. Second, we propose

a novel framework to enhance existing click models by combining the examination pre-

diction and behavior assumptions. The last but not the least, our proposed click models are

validated on a large-scale data set, which is collected by a popular commercial search

engine. That means the proposed click models can be available in real search scenarios.

3 Data collection

3.1 Collection procedure

User examination has proven to be a useful event and signal to explain clicks and has been

successfully incorporated in most click models. In our study, we do not intend to replace

examinations by mouse movements, but rather to use mouse movements to predict
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examinations. In such a way, we can still benefit from the existing click models with their

assumptions on examinations.

To this end, we collect aligned data on examinations and mouse movements with human

subjects. The collection of such data is not intended to merely confirm the strong corre-

lation between them [which has already been shown in previous studies such as Huang

et al. (2012a)], but rather to develop a prediction model of examination by mouse

movements. To accomplish this goal, we design and implement an experimental search

engine system to collect users’ behavioral data, including mouse movement, eye move-

ment and click-through information. This system is similar with the one adopted by Liu

et al. (2014).

Our experimental study is performed in the following steps. Firstly, to ensure that each

participant is familiar with the experimental system and the experiment procedure, they

were asked to finish two warm-up tasks. During this step, participants only perceived that

their interactions with the search system, including eye activities and mouse movements,

will be recorded and were unaware of the real purpose of our study. Then each participant

was asked to do calibrations with eye tracking device before starting experiments. After

that, they were instructed to finish a series of search tasks with the experimental search

engine.

The search tasks adopted in this study were sampled from the query logs of a popular

commercial search engine so that they contain the practical users’ search intentions.

Considering the initial SERP of each task contains one or none vertical result and filtering

too much verticals may affect the quality of search results, we select medium frequency

queries whose original SERPs have less than three vertical results from the raw search logs.

For each sampled query, we created a task description to simulate the information need and

to avoid query ambiguity. For example, for the query ‘‘TV Dating shows’’, in the corre-

sponding task description, we asked the participant to ‘‘find what TV dating shows are on

broadcast recently’’. In order to make sure that all participants see the same SERPs in each

search task, after reading the task description, the participant was presented with the

sampled query and its corresponding first result page from the search engine that provides

the search logs. The experimental is designed to observe users’ examination and click

behavior on SERPs. Therefore, participants were allowed to click any result link on the

SERP and visit the landing page, but not allowed to reformulate their own queries. There

was no time limit for each search task, the participant was instructed to finish a search task

when he or she thought the simulated task was completed, or the presented SERP and

results are not sufficient for completing the task.

During the search process for each task, participants’ eye movements were recorded by

the eye-tracker and their mouse movements/click-through behaviors were also logged by

the injected JavaScript code on SERPs. We implemented our own version of mouse

movement recorder but researchers may also rely on other public solutions such as Mouse

Recorder.4

In the two steps of the experiment, we recruited 72 participants (37 for the first step and

35 for the second step, with a variety of majors and self-reported Web search expertises).

They were all undergraduate students from a university.

Considering head-free eye trackers may make the collected interaction more natural and

realistic, we use a Tobii X2-30 eye tracker which has a tracking frequency of 30 Hz and an

accuracy of 0.5 of visual angle to capture participants’ eye movements and deployed the

search system on a 17-in. LCD monitor whose resolution is 1360 * 768. Internet Explorer

4 http://www.mouse-recorder.com.
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11 browser was used to display the pages of search system, including the description pages

and search result pages. To identify users’ examination behaviors, we detect fixations using

built-in algorithms from Tobii Studio. In these algorithms, a fixation is generated if

recorded gaze locations are close to each other at least 60 ms.

With the above experimental settings, we collected a dataset of 1584 valid sessions after

filtering system errors such as browser collapses and users? operation mistakes. A session

is the process in which a user tries to complete a search task. Because query reformulation

was not allowed in our experiment, each session contained only one query. Therefore, each

session could be uniquely denoted as a tuple huser, query i. Because 10 search results were

presented to the participant on each SERP (and in each session), 15,840 valid examination

instances were collected. Each instance could be uniquely denoted as a tuple huser, query,
result i. For each instance, we recorded: (1) the binary event that whether the user

examined the result or not when completing the task defined by the query; (2) the binary

event that whether the user clicked the result; and (3) the mouse movement behavior

related to the result during the session. We use the fixation threshold of 500 ms to judge

whether users have examined a result or not. This threshold is consistent with those used in

previous studies (Buscher et al. 2009; Wang et al. 2013). We have also repeated our

experiments using a fixation threshold of 200 and 1000 ms, which did not lead to any

major differences regarding the conclusions of the paper. With the experimental system,

we obtained 4989 positive (examined) instances and 10,851 negative (non-examined)

instances for the examination prediction process.

3.2 SERP generation for search tasks

Considering the impacts of vertical results on user behaviors (Chen et al. 2012; Wang et al.

2013; Arguello and Capra 2014; Liu et al. 2015b), we take two steps to investigate users’

mouse/eye behaviors in both homogeneous and heterogeneous environments. In the first

step, we removed all advertisements and vertical results from original SERPs so as to focus

on the user behavior on homogeneous search pages, which only contain organic results. It

is worth noting that the order and content of these results remained consistent for each

query.

In the second step, we further investigate the difference of users’ mouse movement,

click-through and eye activities in federated search. As an increasing number of vertical

results are embedded in search results, the aim of this step is to simulate the real-world use

of search engine and develop a robust model for practical scenario. Since previous work

(Wang et al. 2013; Liu et al. 2015b) reveals that different factors lead to different behavior

biases in heterogeneous search environment, we also manipulate three factors namely

presentation style, position and quality to simulate possible cases in practical search

scenario.

• Presentation style According to Liu et al. (2015b), verticals with different presentation

styles may have distinct influences on users’ behaviors. In this experiment, we focus on

five popular verticals that are with different presentation styles, namely textual,

encyclopedia, image, application-download and news. See Fig. 2 for examples for

these five presentation styles. They are also the same verticals investigated by Liu et al.

(2015b).

• Position As shown in existing work (Wang et al. 2013; Liu et al. 2015b), vertical

position also plays an important role in affecting users’ search behavior. Therefore, we
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place these verticals at different positions (1, 3 and 5) and collect corresponding user

behaviors.

• Quality We also manipulate the quality of vertical results to see its impacts on user

behaviors and prediction models. Following the previous work (Buscher et al. 2010;

Arguello and Capra 2014; Liu et al. 2015b), we use subsets of the terms from the initial

task queries to retrieve off-topic verticals. Because these vertical results also contained

the same terms from original queries, the appearance of off-topic results appear to be

quite similar to the on-topic ones. The aim of this strategy is to make the occurrence of

off-topic verticals more reasonable and natural. Note that the order and quality of other

organic results is consistent with original SERPs.

For each search task, we generate six different kinds of federated SERPs (2 quality

options � 3 position options) to collect user behavior. Each federated SERP in our

experiment consist of one specific vertical and nine organic results. The vertical result was

selected from a pool of verticals of different qualities (relevant or irrelevant) and integrated

into the SERP at Position 1, 3, or 5 (corresponding to the top, middle or bottom of the first

viewport). Therefore, we generate 180 (30 search tasks � 6 kinds of SERPs) federated

SERPs in total. Each participant was asked to complete all 30 search tasks. To make sure

that all tasks would be completed with equal opportunities in each SERP condition, we

used a Graeco-Latin square design (Buscher et al. 2010; Arguello and Capra 2014; Liu

et al. 2015b) to show tasks and conditions to users.

4 Examination prediction with mouse movement information

4.1 Extraction of mouse movement features

Rodden et al. (2007) identified four different ways in which Web search users act on the

mouse: neglecting the mouse while reading a document, using the mouse to help read

horizontally or vertically, and using the mouse to mark interesting results. According to

this finding, existing studies (Guo and Agichtein 2012; Speicher et al. 2013; Lagun et al.

2014) have proposed a number of mouse movement features to predict examination

behavior or relevance feedback information of users. Different from these studies, we focus

on incorporating mouse movement information into the construction of click models,

which means that the features extracted from mouse movement logs have to be scalable

and applicable in practical Web search applications. Another major difference between our

work and previous efforts on examination prediction lies in the fact that most of the

previous efforts try to predict the whole eye fixation sequence of users, which is not

necessary in the construction of click models. The different prediction goals also lead to

different feature selection strategies. In our experiment, we extract a variety of mouse

movement behavior features, such as mouse scrolling, the distance of mouse movement,

time-spending on SERPs and so on. However, not all features are highly beneficial to the

examination prediction. After comparing the prediction results of different feature groups,

we finally adopt the six features, which have the best performance, as shown in Table 1 in

the prediction process.

From Table 1 we can see that the proposed features are all extracted on a per result

level. We avoid feature extraction procedures that may incur too much computational cost.

Therefore, we do not use features such as mouse movement patterns [(e.g. motif extraction

by Lagun et al. (2014), Liu et al. (2015a)]. Instead, we use MostLeft and
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Fig. 2 Examples of different kinds of vertical results
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HorizontalMoveRight to capture possible reading behaviors of users. This is because users

sometimes use mouse to help read horizontally according to Rodden et al. (2007) and Liu

et al. (2015a). The relationships between MostLeft, HorizontalMoveRight and the corre-

sponding percentage of examined results are shown in Fig. 3.

In this figure the x-axis represents the normalized value of MostLeft and Horizon-

talMoveRight and is split into 20 buckets with equal range. The y-axis represents the

percentage of examined results in each bucket. As we can see, MostLeft is negatively

correlated with examinations, except for the left-most positions. On the other hand,

HorizontalMoveRight is positively correlated with examinations. These observations

indicate that when users examine a result, the cursor can stay at or traverse a left-most

position (small MostLeft value), or move horizontally left to right. The longer the distance

traveled horizontally by the cursor, the more likely it indicates an examination.

For the other features adopted in the prediction process, VerticalDwellTime is selected

together with DwellTime because sometimes users just scroll the SERPs without moving

the cursor horizontally. Therefore, while user examine certain results, the cursors may not

appear in the result zones but they are within the vertical ranges of the corresponding

results. HoverTime is also selected because some users do not move the cursors while

reading contents. The number of actions (ActionNumber) shows whether users are inter-

ested to interact with the corresponding results and for actions. The actions we count are

hovers, clicks, text selection and cursor movements.

Notice that the mouse movement features are easy to collect in practice. All these

features, together with click-through information, have been recorded in the logs of a

popular commercial search engine, which we will use in our experiments.

4.2 Prediction of examination behaviors

To predict the examination of results with the proposed mouse movement features, we tried

five different learning methods that are widely-adopted in related studies. We choose

SVM, Logistic Regression, Random Forrest (RF), Decision Tree (J48), and gradient

boosting regression tree (GBRT) (Friedman 2001). SVM and Decision Tree are classifi-

cation models that directly output a binary label (examined or unexamined); while GBRT,

Logistic Regression and RF are regression models that predict the probability of exami-

nation for each result. We use 0.5 as a threshold to convert regression models’ predictions

into binary judgment for comparison purposes.

Table 1 Description of features extracted from mouse movement data

Feature name Description

MostLeft The most left position that cursor reaches in the result’s display area

HorizontalMoveRight The total rightward distance of cursor in the result’s display area

DwellTime The total dwell duration that cursor stays in the result’s display area

VerticalDwellTime The total dwell duration that cursor stays within the result’s display area
horizontally

HoverTime The total duration that cursor hovers over the result’s display area

ActionNumber The number of cursor actions that happen in the result’s display area

64 Inf Retrieval J (2017) 20:53–80

123



To evaluate the performance of different learning methods, we adopt the evaluation

metrics of precision, recall, F1-score, accuracy and Matthews correlation coefficient

(MCC) score (Matthews 1975). MCC is used in machine learning as a measure of the

quality of binary classifications. It is generally regarded as a balanced measure which can

be used even if the classes are skewed. MCC is computed as

MCC ¼ TP� TN � FP� FN
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðTPþ FPÞðTPþ FNÞðTN þ FPÞðTN þ FNÞ
p

where TP, TN, FP, and FN are the numbers of true positives, true negatives, false positives,

and false negatives.

Considering the difference of user behavior in federated search (Buscher et al. 2010;

Arguello and Capra 2014; Liu et al. 2015b), we tested these learning methods with fivefold

cross validation both in homogeneous and heterogeneous environment so that we can

compare the performance in different search scenario and further select the most robust

method to build examination prediction model in our experiment. The comparison results

of these five methods are shown in Table 2 (homogeneous environment) and Table 3

(heterogeneous environment), respectively.

In Tables 2 and 3, the best performing result in each column is in bold. Comparing the

results of these two tables, we can see that GBRT performs best in terms of MCC and

accuracy both in homogeneous and heterogeneous environment, and the performance of its

precision, recall and F1 score is also more stable and available than other methods in these

two different scenario. For example, in Table 2, we can observe that SVM has a slightly

Fig. 3 The relationship between result examination and MostLeft/HorizontalMoveRight

Table 2 Examination prediction
results of different learning
methods in homogeneous envi-
ronment (n ¼ 8900, fivefold
cross validation)

Model Prec. Recall F1-score MCC Accu.

GBRT 0.731 0.733 0.731 0.440 0.733

SVM 0.734 0.711 0.714 0.435 0.711

Logistic 0.730 0.725 0.726 0.437 0.724

RF 0.695 0.698 0.695 0.364 0.698

J48 0.721 0.723 0.719 0.416 0.723
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better precision than GBRT in homogeneous search, while it perform worst in terms of

precision in heterogeneous environment (shown in Table 3). That means the prediction

performance of SVM method might be susceptible to the search environment. Therefore,

we chose GBRT in our prediction model for the subsequent steps.

Through the results shown in Tables 2 and 3, we also noticed that the prediction results

are not perfect. Although we believe that the mouse movement features contain valuable

information about users’ examination process, we have to point out that mouse movement

data contain considerable noise. In our experiment process, subjects sometimes neglected

the mouse while browsing results and left it at the right blank side of SERPs. The cor-

relation between eye/mouse movements also varies depending on users. Those who are

more familiar with Web searching, such as subjects in computer science major, move

mouse faster than others and usually finish a query with fewer interactions. These factors

may affect the construction of our examination prediction model. However, even with this

noise in mouse behavior data, we show in the following sections that the click models can

benefit from the predicted examinations.

5 Click model with mouse movement information

As mentioned in Sect. 2, modern click models focus on removing behavior biases and

providing an adjusted estimation of result relevance. For this purpose, these models rely on

different hypotheses on users’ search interaction process. In this section, we propose

modifications on several popular click models by incorporating mouse movements into

their construction. To simplify the construction framework, we adopt linear fitting method

in our experiment. This method not only helps us analyze the impact of mouse movement

information based on the weights of learned parameters, but also provides an extensible

framework that is easy to incorporate different hypotheses into the construction of click

models. The modified models will be called Click Models with Mouse movement infor-

mation, or CMwM for short and the corresponding modified model will have the suffix

‘‘wM’’.

5.1 DCMwM

DCM (Guo et al. 2009a) extends the Cascade Model by adding position dependent vari-

ables. These variables represent the probability that users return to examine the result at

position ðiþ 1Þ after clicking the result at position i. If we use ki to represent these

probabilities, the assumption can be formulated as:

Table 3 Examination prediction
results of different learning
methods in heterogeneous envi-
ronment (n ¼ 6940, fivefold
cross validation)

Model Prec. Recall F1-score MCC Accu.

GBRT 0.754 0.650 0.698 0.601 0.849

SVM 0.661 0.773 0.713 0.600 0.833

Logistic 0.759 0.511 0.610 0.520 0.826

RF 0.736 0.654 0.694 0.597 0.846

J48 0.725 0.569 0.637 0.532 0.827
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Pðe1 ¼ 1Þ ¼ 1

Pðci ¼ 1Þ ¼ Pðei ¼ 1Þrdi
Pðeiþ1 ¼ 1Þ ¼ kiPðci ¼ 1Þ þ ðPðei ¼ 1Þ � Pðci ¼ 1ÞÞ

ð2Þ

where Pðei ¼ 1Þ and Pðci ¼ 1Þ represent respectively the possibility that a user examines

and clicks the document at position i; and rdi is the relevance of document at position i. The

corresponding estimations of rdi and ki are

rdi ¼
#Clicks on the result at position i

#Impressionswith last� clicked position� i
ð3Þ

ki ¼1� #Impressions with last� clicked position ¼ i

#Impressionswith the result at position i clicked
ð4Þ

Since we can now predict the examination probability of results with mouse movement

data, the estimation of examination parameters can be refined. Let us use Pðmi ¼ 1Þ to

represent the predicted examination probability of the result at position i. We can modify

the parameters in DCMwM using a weighted combination as follows:

k0i ¼ ð1� wÞki þ wPðmiþ1 ¼ 1Þ ð5Þ

where w is a weight parameter set empirically (we will show in Sect. 5.3 that this

parameter can be learned automatically in position based models such as PUBMwM), and

k0i is a session-dependent parameter that we use to replace the session-independent

parameter ki in Eqs. (2) and (4). Note that k0i is more informed than the original estimation

of ki because it also relies on the observation on the examination of the (i?1)th result

rather than inferred from the click behavior only. We use a simple weighted combination

here because it can be incorporated to almost any click models that based on the exami-

nation hypothesis (see Sect. 2.3), and tuning the weight w can control the influence brought

by the examination prediction models.

The mouse movement information of the result located at position ðiþ 1Þ is used in the

estimation of k0i because the behavior assumption in DCM supposes that ki (and corre-

sponding k0i) represents the probability of returning to the next result at (i?1). With a

similar procedure of estimating ki from (2) as DCM does, we can estimate the hidden

variable ki as follows:

ki ¼
j Sci j � j Sci¼l j �w

P

Sc
i
Pðmiþ1 ¼ 1Þ

ð1� wÞ j Sci j
ð6Þ

where Sci ¼ Impressions with the result at position i clicked and Sci¼l ¼ Impressions with

last-clicked position = i.

With this modification, the relevance prediction formula (3) in DCMwM is the same as

the original DCM.

5.2 DBNwM

DBN (Chapelle and Zhang 2009) shares a similar hypothesis with DCM in that users can

return to SERP and examine more documents after clicking a result. However, instead of

using a group of parameters, it describes this process using one global parameter: c. The
relevance prediction of DBN is different from DCM in that it divides the estimation of
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document relevance into two steps: estimation of attractiveness and estimation of satis-

faction. DBN uses ad and sd to represent a document’s attractiveness and satisfaction,

separately. We can formulate its assumptions with the following equations:

Pðe1 ¼ 1Þ ¼ 1

Pðci ¼ 1Þ ¼ Pðei ¼ 1Þadi
Pðeiþ1 ¼ 1 j ci ¼ 1Þ ¼ ð1� sdiÞc

Pðeiþ1 ¼ 1 j ei ¼ 1; ci ¼ 0Þ ¼ c

Pðeiþ1 ¼ 1 j ei ¼ 0Þ ¼ 0

ð7Þ

Similar to DCMwM, we can use a weighted combination to incorporate the predicted

examination information into DBN, which is:

c0i ¼ ð1� wÞcþ wPðmiþ1 ¼ 1Þ ð8Þ

The parameter estimation of DBN uses the EM algorithm, and its original descriptions

are stated by Chapelle and Zhang (2009). In order to reduce the influence of good

abandonment (Huang et al. 2011) when users visit the search result page, we added a

statistical bias, which was inferred from mouse movement information, into the calcu-

lation of parameter c in (8); but we can still use the EM process of DBN for parameter

inferences.

Huang et al. (2012b) have extended DBN with mouse information in a different way.

They collected users’ scroll and hover behaviors on SERPs and added constraints to DBN

so that every result that had been scrolled over or hovered over would be treated as

examined. To compare the performance of this DBN extension, we also implemented

Huang’s method and use it as one of our baselines (named HDBN) in Sect. 5.

5.3 UBMwM and PUBMwM

UBM (Dupret and Piwowarski 2008) does not follow the framework of Markov process as

DCM and DBN do. In UBM, the probability of examining a result is estimated according

to the result’s distance to the last click position as well as its position on SERP. The

behavior assumptions can be formulated as follows:

Pðe ¼ 1 j r; dÞ ¼ crd

Pðc ¼ 1 j u; q; r; dÞ ¼ auqcrd

Pðc ¼ 0 j u; q; r; dÞ ¼ 1� auqcrd

ð9Þ

Pðe ¼ 1Þ is the probability of examination, Pðc ¼ 1Þ is the probability of click; r is the

rank of the result, and d is the distance between rank r and the last click position. auq
represents the relevance between result u and query q, and crd are a group of session-

independent parameters that are used to infer examination probabilities. auq and crd can be

estimated through the EM algorithm.

Similar to DCMwM and DBNwM, we can still extend this model using a weighted

combination:
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Pðe ¼ 1 j r; dÞ ¼ ð1� wÞcrd þ wPðmr ¼ 1Þ ð10Þ

We can also use EM algorithm to estimate the parameters for UBMwM model. Note that

different from DCMwM and DBNwM, the mouse movement information of the result at

position r is adopted here instead of that at position ðr þ 1Þ. This is because the estimation

of examination probability in (10) is for the result at position r.

We can see that the weight parameter w in (10) is a global one and independent of result

positions. However, due to the fact that users pay much more attention to the higher-ranked

results on SERPs, it is reasonable to assume that users may interact more frequently with

the top results while the lower-ranked ones may receive relatively few interactions. For

results with little mouse movement information, it may be difficult for the examination

prediction method to judge whether this result is examined or not. Therefore, the prediction

based on user behavior assumptions (from the original click model) may be more reliable

in these lower positions. If we take this position effect of mouse movement information

into consideration, we can replace wr with a group of position-dependent parameters as

follows:

Pðe ¼ 1 j r; dÞ ¼ ð1� wrÞcr;d þ wrPðmr ¼ 1Þ ð11Þ

In Eq. (11), the weight parameters wr varies according to different result positions. Since it

is not possible for us to preset all wr values in advance, we adopt a gradient descent

algorithm to learn the parameters so that the difference between a model’s predicted click

behavior and actual click-through behavior on the training set can be minimized.

As Pðmr ¼ 1Þ denotes the prediction of the examination probability with mouse move-

ments, this parameter depends on not only the data setwhichwe collected but also the learning

method adopted in the prediction process. In other words, the accuracy of the examination

prediction is likely to be susceptible to the potential influence of learningmethods, especially

in the heterogeneous search environment. To make this model more robust and flexible in

practical scenario, we further estimate the examination probabilities as follows:

Pðe ¼ 1 j r; dÞ ¼ 1

1þ e�ðc0þw0cr;dþ
Pk

i¼1
wif iÞ

ð12Þ

where fi is a feature set, which consists of mouse movement features mentioned in

Sect. 4.1. wi is a weight parameter corresponding to the i-th feature. We use logistic

regression as the basic model framework so that the prediction of examination probability

could be normalized to a range of 0 to 1. We can see that this model eliminates the

potential influence of training methods and data set and can be adopted to prediction tasks

in both homogeneous and heterogeneous environments. Therefore, there is no need to

predefine the parameters in this new model. We name this click model as Position-aware

UBMwM (PUBMwM) and we will compare its performance with the UBMwM method in

experiment part.

6 Experimental results

6.1 Experiment setups

To evaluate the effectiveness of the proposed models in practical search environment, we

collected search logs and mouse movement features (as shown in Table 1) from a popular
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commercial search engine.5 The data set was collected from February 13 to February 28 in

2014. Because existing studies (Wang et al. 2013) show that users’ behaviors on vertical

results are different from those on ordinary text results, we will discuss the performances of

our proposed click models in homogeneous and heterogeneous environment in two sep-

arated sections. As is the case for any click model, infrequent queries can be hardly

accounted for. Therefore, in this study, we focus on queries having a certain frequency and

filtered out those queries that involved in less than 15 sessions in 15 days. For homoge-

neous environment, we extract a dataset of 79,813 distinct queries and 8,452,125 query

sessions (in which no vertical results are on SERPs). We also separated sessions of each

query with the ratio of 7:3 as in Guo et al. (2009a) and Dupret and Piwowarski (2008), and

obtained a train dataset with 5,916,488 query sessions and a test dataset with 2,535,636

query sessions. For heterogeneous environment, we extract a dataset of 4,348,462 query

sessions. It is worth noting that each SERP in these sessions only contains one vertical

result. We separate them into a training data set with 3,049,934 query sessions and a testing

data set with 1,298,528 query sessions.

In the experiments, we tested the performances of DCMwM, DBNwM, UBMwM and

PUBMwM on the collected data set and tried different values of weight parameter w on the

first three models to investigate the influence of mouse movement information. We also

labeled the relevance scores of a number of query-result pairs to analyze the performance

of the models in relevance estimation.

For the selection of evaluation metrics, we use click perplexity to reflect the models’

performance on predicting clicks. The click perplexity for position i is computed as,

pi ¼ 2�
1
N

PN

n¼1
ðCn

i log2 q
n
i þð1�Cn

i Þ log2ð1�qni ÞÞ ð13Þ

where N is the number of sessions, Cn
i denotes the binary click event, and qni is the click

probability given by the click model. With the parameters learned from training sessions,

click perplexity measures the probability of predicting each click in test sessions. Per-

plexity has a minimum value of 1, and lower values indicate better performance of the

corresponding model.

The click models will also be used to rank search results according to the predicted

relevance. To compare models’ performance in relevance estimation, we constructed an

online labeling system and recruited 30 undergraduate students to label 1,239 query-result

pairs (see Sect. 6.4 for more details). For each query-result pair, we showed the query and

the screenshot of whole result webpage to students and ask them to label relevance

between the query and the result page as ‘‘Good’’, ‘‘Fair’’, ‘‘Poor’’, or ‘‘Bad’’. To guarantee

the quality of the labeling process, we use seven queries labeled by the authors to train

students in advance. We have each document labeled by three different students, and the

Cohen’s Kappa coefficient among them is 0.435 (moderate agreement) if we group users

annotation into binary judgment (‘‘Good’’ or ‘‘Fair’’ means relevant while ‘‘Poor’’ or

‘‘Bad’’ means irrelevant). Therefore, we use the majority vote of the binary judgments

made by three students in the calculation of relevance evaluation metrics. We choose to use

Mean nDCG@N, MAP, Mean ERR [Expected Reciprocal Rank (Chapelle et al. 2009)] as

in previous studies to evaluate the performance.

All the baseline models are based on the open source implementations provided by

Chuklin et al. (2013). Our own implementation of the click models and a sample of the

5 The search logs were collected from http://www.sogou.com, a popular Chinese commercial search engine.
Because the dataset is commercial-in-confidence, we are not allowed to release the whole dataset.
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mouse movement logs will also be made available to public after the double blind review

process.

6.2 Click prediction in homogeneous environment

6.2.1 Effect of weight parameter w

We first compare the click models with mouse movement information incorporated and

their original versions. Note that when the weight parameter w in DCMwM, DBNwM and

UBMwM is set to 0, the models retain its original structure; when w is 1, the model’s

examination parameters are completely replaced by the predicted values from mouse

movement features. Therefore, by varying the value of w, we will see the impact of mouse

movement information.. The comparison results are presented in Table 4.

As shown in Table 4, with a proper setting of w, the proposed models with mouse

movement information outperform their original versions (with smaller perplexity values).

Especially, when w is not too large (\0.6), the performance improvement is steady for all

three click models. It means that the incorporation of mouse movement information

actually helps click models better predict user clicks. A combination of both mouse

movement information and the original user behavior assumption produces the best per-

formance (as shown in bold figures) for all three models, which indicates that they both

contribute to the prediction of examination.

We also notice that UBMwM obtains the highest and most steady improvement among

all the models we tested: it has a ?5.20% reduction in perplexity when w is set to 0.7 and it

still performs better than the original model even when w is set to 1.0 (which means that we

only use the predicted examination based on mouse movements). Under the assumptions of

UBM, the examination probability of a result is only related to its position and the distance

from the last click. Given the position of the last click, each result’s examination proba-

bility is independent of others. Because we collect mouse movement features on a per-

result level, the examination predictions given by our model are also independent of each

other. The design of examination prediction model is consistent with UBM’s assumptions.

That is one possible reason for the phenomenon that UBMwM performs better than

DCMwM and DBNwM. It is worth noting that the improvement of UBMwM is not

statistically significant. We find that for higher-ranked positions, the performance of

UBMwM model is much better than original UBM model while UBMwM model doesn’t

perform so well at lower-ranked positions. One possible reason is that UBM model

hypothesizes that users examination behaviors are related to the position of current result

and the distance to their last click, which means abundant mouse movement information at

higher-ranked results may affect the performance of UBM model when users examine

results at lower-ranked positions. Besides, the lack of mouse movement information at

lower-ranked positions also has an important impact on the performance of UBMwM

model. That is another possible reason for the phenomenon that the improvement of

UBMwM is not statistically significant.

Another interesting observation is that although the HDBN algorithm (Huang et al.

2012b) (which uses part of the mouse movement information—scroll and hover) outper-

forms the original DBN by 2.94%, it cannot beat the DBNwM algorithm which considers

richer mouse interaction data. Meanwhile, the proposed position-aware UBMwM algo-

rithm obtains the best performance among all models. We can see that assigning different

w for different positions actually helps improve the click prediction performance. It
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indicates that mouse movement information may play different roles for results in different

ranking positions and we will investigate this problem with more detailed analysis.

6.2.2 Effect of result position

In our collected user behavior data, each SERP contains exactly 10 results as in most

commercial search engines. To show the effect of result position in the performance of

click models, we group the ranking positions into three categories: high rank (position 1 to

3), median rank (position 4 to 6) and low rank (position 7 to 10). In Table 4 we already

showed that UBMwM performs the best and the most steadily. Therefore, we just show the

impact of mouse movements with this model (similar impact is observed on other models).

As shown in Fig. 4, UBMwM’s performance varies significantly in different ranking

positions. For high ranked positions, perplexity value decreases with the increase of

w when w is not too large. Even when w is set to 1.0, the performance improvement is still

noticeable. However, for median-ranked results, the performance increase is not so large

but it generally follows the same trends as higher-ranked results. Things are rather different

for lower-ranked results, in which the perplexity score show performance loss with the

incorporation of mouse movement information. This observation can possibly be explained

by the fact that the mouse movement information is not available for a large proportion of

lower-ranked results. While interacting with commercial search engines, a large part of

Table 4 Perplexities of the proposed models with different w (w=0 corresponds to the original click model
without mouse movement information

Model/w 0.0 0.1 0.2 0.3 0.4 0.5

DCMwM 1.3220 1.3175 1.3150 1.3140 1.3131 1.3136

– ?1.40%* ?2.17%* ?2.48% 12.76% ?2.61%

DBNwM 1.2922 1.2846 1.2800 1.2783 1.2791 1.2820

– ?2.60%** ?4.18%** 14.76%* ?4.48%* ?3.49%

HDBN 1.2836 (?2.94% compared with original DBN)

UBMwM 1.2809 1.2763 1.2738 1.2715 1.2695 1.2679

– ?1.64% ?2.53% ?3.35% ?4.06% ?4.63%

PUBMwM 1.2636 (16.16% compared with original UBM)

Model/w 0.6 0.7 0.8 0.9 1.0

DCMwM 1.3152 1.3217 1.3652 1.4694 1.3185

?2.11% ?0.01% -13.4% -45.6%* ?1.08%

DBNwM 1.2871 1.2945 1.3048 1.3192 1.3408

?1.75% -0.79% -4.31% -9.24% -16.6%*

HDBN 1.2836 (?2.94% compared with original DBN)

UBMwM 1.2668 1.2663 1.2666 1.2678 1.2703

?5.02% 15.20% ?5.09% ?4.66% ?3.77%

PUBMwM 1.2636 (16.16% compared with original UBM)

‘‘?’’ means improvement in performance and decrease in perplexity, and the improvement of perplexity
value p1 over p2 is computed as ðp2 � p1Þ=ðp2 � 1Þ � 100% (Guo et al. 2009b). Two-tailed t-test is per-
formed for significance while * and ** represent p value\0.05 and 0.01, respectively
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users may not even scroll the SERP to view results at the bottom positions. According to

our statistics, the percentages of query sessions with mouse movement on bottom results

are rather low (7.7, 6.2, 5.6% for the results ranked at 8th, 9th and 10th positions).

Meanwhile, the corresponding percentages for results in top three results are 78.1, 62.3,

47.6%, respectively.

Indeed, the amount of mouse movement information for different positions plays a

determining role in the accuracy and usefulness of the prediction based on mouse move-

ments. In top positions, the proposed examination prediction model can predict a more

accurate examination probability according to mouse movement features than the global

latent parameters of the original click model. This leads to a better performance of our

proposed click models. While in bottom positions, due to the fact that the vector of mouse

movement features is often a zero vector, the examination prediction model will predict a

much lower examination probability (close to 0) as compared to the global latent

parameters of the original click models. The model will thus predict ‘‘no click’’ at these

positions. If there is a click event occurring in the testing data set at these positions, the

perplexity value will be greatly affected and result in degradation in performance.

Figure 4 shows clearly that user behavior assumptions and mouse movement infor-

mation play complementary roles in the prediction of examination behavior of search

users. Therefore, a combination of them can take advantage of both. The results in Fig. 4

also suggest strongly that different weights should be used for different positions. The

weight parameter w should be high for top positions and decreases gradually. We did not

implement a strategy with different weights set manually. However, the PUBMwM uses a

similar strategy: With PUBMwM, the weight parameter w is trained with gradient descent

to minimize a model’s perplexity on the train set. Therefore, it could choose suitable ws for

different positions and gain better performance. The results in Table 4 validates our

assumption because PUBMwM gains the best performance.

The weight parameters learned from training set by PUBMwM (see Table 5) can also

provide us with some insight of the different roles of mouse movement information plays

in different positions—the larger the weight, the more important the mouse movement

information.

As shown in Table 5, PUBMwM’s w gradually decreases from position 2–10 as we

expected, which shows that mouse movement information is more important at higher

positions for which more mouse movement information is available.

Fig. 4 Perplexities of UBMwM with different weight parameter w on different result positions
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6.2.3 Effect of query frequency

We tested the effectiveness of the proposed model for queries with different frequencies.

As UBMwM performs best according to Table 4, we only show its performance in this

experiment. We group the queries in our data set into three bins: 15–100, 100–1000 and

over 1000. Note that queries with less than 15 occurrences are removed to avoid data

sparsity problem as described in Sect. 5.1. The comparison of results is shown in Fig. 5.

From this figure we can see that UBMwMs’ performance on high-frequency queries is

higher than that of low frequencies, which is expected. This observation is consistent with

the findings in existing studies (e.g. Guo et al. 2009a, b) that click models perform better

on queries with high frequencies. Meanwhile, their perplexities’ share the same trend with

the increase of w. These results indicate that mouse movement data can improve models’

performance irrespective of the queries’ frequency.

6.2.4 Effect of query intent

Guo and Agichtein (2008) observed that users’ mouse movement behaviors vary

depending on their search intent. Therefore, we also investigated the proposed models’

performance on queries with different intents. We use the taxonomy introduced by Broder

(2002), which classifies queries into three intents: navigational, transactional, and infor-

mational. We randomly sampled 1,110 queries in total (about 1.4% in the data set) and had

their intents annotated by professional assessors. We got 270 navigational, 418 transac-

tional, and 422 informational queries and then separately calculated the models’ per-

plexities for each query set as shown in Fig. 6.

We can see from Fig. 6 that with proper parameter settings, click perplexity decreases

from 1.188 to 1.186 (with ?1.06% improvement in prediction performance) for naviga-

tional queries, from 1.32 to 1.30 (?6.25%) for transactional queries, and from 1.24 to 1.22

(?8.33%) for informational queries. It means that after incorporating mouse movement

information, transactional and informational queries obtain more performance improve-

ment than navigational queries.

This phenomenon may be caused by the fact that users have different behavior patterns

for different search tasks Liu et al. (2006). Transactional and informational search tasks are

more complex than navigational ones, users need to read more information before making

click decisions on transactional and informational queries. Therefore, the mouse interac-

tions on SERPs are more abundant and the examination prediction based on mouse features

are more accurate for transactional and informational queries. Meanwhile, navigational

queries are relatively simple in general and receive fewer interactions in search sessions.

Therefore, the information provided by mouse movements may be limited for navigational

queries.

Table 5 Parameter w automati-
cally learned by PUBMwM on
different result positions

Position 1 2 3 4 5

w 0.7495 0.8510 0.8101 0.7653 0.6668

Position 6 7 8 9 10

w 0.5648 0.3948 0.1812 0.0907 0.0621
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6.3 Click prediction in heterogeneous environment

With the systematical analysis of the different performance of DCMwM, DBNwM,

UBMwM and PUBMwM in Sect. 6.2, we are also curious about the performance of these

models in heterogeneous search environment. Considering multiple multimedia verticals

may have more complex influence on users’ behavior, we focus the situation on the one-

vertical SERPs in our experiment, which may have covered most practical scenario, and

click model with multiple vertical results will be investigate in the future. For examination

prediction models, we adopted the data set which we collected in the second-step exper-

iment (see Sect. 3.1) and use click perplexity to evaluate click models’ performance. Since

PUBMwM obtains much better prediction performance than other models in homogeneous

environment, this model was selected and tested in the heterogeneous environment.

Moreover, according to Wang et al. (2013) and Liu et al. (2015b), the factors of vertical

results also affect user examination behavior. In this section, we further incorporated these

Fig. 6 Perplexities of UBMwM with different w on different query intents (w = 0 means original UBM)

Fig. 5 Perplexities of UBMwM with different weight parameter w on queries with different frequencies
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potential impacts into our model and investigated the performance of the modification.

Table 6 shows the extra vertical factors which were taken into account in our experiment.

It is worth noting that all of these vertical features can also be easily extracted from the raw

search log of real-world search engines so that we are able to deploy the extended model

into the practical scenario. Additionally, considering the influence of learning methods in

the examination prediction, we also compare the performances of Eqs. (11) and (12) which

are both applicable for the proposed position-aware UMBwM Model.

Table 7 presents perplexity scores of both UBM and Position-aware UBMwM. To

analyze the influence of vertical factors, we investigate the performance of PUBMwM with

and without vertical features, respectively. As shown in Table 7, we can observe the

position-aware UMBwM model still performs better than UBM model in heterogeneous

environment, whose perplexity is 1.27% less than that of UBM. That means the proposed

position-aware UBMwM model is applicable and robust both in homogeneous and

heterogeneous environment. We can also find the model which contains vertical features

outperforms the original position-aware UBMwM and obtain the best performance among

all models. Although the improvement is relatively limited in our experiment, it is sig-

nificant considering the large size in test set. It also demonstrates the incorporation of

vertical impacts may improve the performance of click models to some extent.

6.4 Relevance prediction

To verify our models’ performances in relevance estimation, we sampled a number of

queries from the test dataset and labeled their results’ relevance scores. Due to limited

human resources, we focus on the queries in which original click models and revised ones

generate much different rankings. Similar strategies have also been used in previous

studies (e.g. Awadallah and Zitouni 2014; Li et al. 2015). By this means, we want to show

whether the proposed model with mouse movement improves original one. However, we

have to point out that this sampling strategy may lead to larger differences in model

performances than random sampling because in many cases, the result rankings generated

by different models are not so different.

To locate the query cases that show actual differences in result rankings, we choose the

rankings generated by UBMwM because we only have limited annotation resources and

UBMwM gain best performance among all three revised models according to Table 4. We

calculated the Jaccard distances between the top 3 results of these two ranking lists for all

queries in the test set. After that, we selected 252 queries with the largest distances and

their corresponding query-result pairs’ relevance scores were annotated. Notice that on

these sampled queries, UBMwM may perform better than UBM, or the reverse. In total

1,239 pairs were annotated because there were generally 5 or 6 documents for each query.

Table 6 Vertical-aware features adopted in heterogeneous search environment

Feature name Description

ResultType A vector which represents the presentation style of vertical

PositionVertical The relative position of the current result against the vertical on the SERP

Distance The absolute distance from the current result to the vertical result

NumberOfImages The number of images in this current results. (e.g. for an organic result, the value is 0)
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We choose Mean nDCG@3, MAP and Mean ERR to evaluate the performance of

UBMwM and UBM (UBMwM turns to UBM when w ¼ 0) with the binary relevance

judgments and the results are shown in Fig. 7.

The experimental results in Fig. 7 show that UBMwM outperforms the original UBM in

relevance estimation with different kinds of metrics. The performance of UBMwM

gradually improves along with the increase of w and reach its best when w is 0.9. The

improvement over the original UBM is all significant with paired T test (p\0:01). This
result shows that the modified click model has an improved estimation of document

relevance once mouse movements are incorporated.

7 Conclusions and future work

Click models rely on user behavior assumptions to predict the examination behavior of

search users and to infer relevance of results. However, behavior assumptions sometimes

do not fit the practical Web search situation and a better estimation requires richer sources

of users’ interaction information. Mouse movement data is regarded as an important

substitute for eye fixation behavior and therefore is adopted in this work to predict

examination behavior of users. We incorporate the prediction results into a number of

popular click models so that examination is predicted by both mouse movement

Table 7 Perplexity comparison of UBM, position-aware UBMwM click model with different features

Click model Perplexity

UBM 1.2324

PUBMwM (with Mouse-only features) 1.2170 (?6.63%*)

PUBMwM (Mouse and Vertical features) 1.2145 (17.70%*)

‘‘þ’’ presents improvement in performance and decrease in perplexity when comparing with original UBM,
and the improvement of perplexity value p1 over p2 is computed as ðp2 � p1Þ=ðp2 � 1Þ � 100% (Guo et al.
2009b). Two-tailed t test is performed for significance while * and ** represent p value\0.05 and 0.01,
respectively

Fig. 7 Relevance prediction results of UBMwM with different w (w = 0 means original UBM)
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information and behavior assumptions. Lab studies show that the prediction algorithm gain

promising results and experimental results on large scale practical search behavior data

show effectiveness of the revised click models in both homogeneous and heterogeneous

environments. The improvement compared to the original model is steady across different

models, queries with different frequencies and queries with different search intents.

Additionally, we investigated mouse movement’s effect on different result positions and

find that the predicted examinations seem to be more accurate on high ranks than that on

low ranks.

We also acknowledge some limitations in our work, which may be addressed in future

studies. The weighted combination method we used to incorporate mouse movement

information is not suitable for all click models such as those in which examination

probability is not explicitly defined. We also plan to involve more behavior features,

especially personalized features into the construction of prediction models in the future. In

addition to using the predicted examination probability into click models, one can also

incorporate mouse movement events directly into click models, to replace examination. To

do this, new assumptions in relation with mouse movements should be defined. We will

also investigate this possibility in the future.
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