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Abstract. Word embedding has been used in many NLP tasks and showed
some capability to capture semantic features. It has also been used in several
recent studies in IR. However, word embeddings trained in unsupervised
manner may fail to capture some of the semantic relations in a specific area (e.g.
healthcare). In this paper, we leverage the existing knowledge (word relations)
in the medical domain to constrain word embeddings using the principle that
related words should have similar embeddings. The resulting constrained word
embeddings are used to rerank documents, showing superior effectiveness to
unsupervised word embeddings.

1 Introduction

Continuous word representations, called word embeddings, have known widespread
uses in general NLP tasks [4, 6, 15, 17, 26, 27]. They offer an effective and efficient
way of encoding semantic/syntactic relationships between words in semantic space,
which typically relies on the distributional hypothesis that two words sharing similar
contexts should be associated with similar vectors in the embedding space. Word
embedding, and more generally, deep learning, has also been used in IR in recent years
for different tasks: to suggest or to reformulate queries [16, 20], to extend language
models [8, 24], or to determine a similarity score between queries and document titles
[10, 22], questions and short answers [23] or queries and terms [29]. Although it is
possible to optimize a deep network directly for the ad hoc search task as in [10, 12],
this would require a large set of training data (e.g. clickthrough), which is not always
available. An alternative approach is to train word embeddings on a document col-
lection in an unsupervised manner. Word embeddings trained in this way may reflect
some general syntactic or semantic relations between words in a language such as
between “cat” and “kitten”, but fail to capture some valid relations between words,
which may have been established manually. For example, word embeddings trained on
a medical collection fail to capture the strong relationship between heart and cor (a
strongly related word used in prescriptions), while this relationship has been specified
in the domain resource UMLS [3]. It is natural to leverage the knowledge to constrain
or to adjust word embeddings so as to better fit the specific application domain.
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The principle we use in this paper to constrain word embeddings is that related words
in our prior knowledge (e.g. synonyms) should have similar embeddings.

The idea of using prior knowledge to constrain word embeddings has been used in
several recent studies in NLP [4, 7, 27]. In this paper, we adapt these approaches to
medical IR, and evaluate them on several test collections - OHSUMED [11] and CLEF
[9, 18]. The contributions of this paper are as follows: We propose modified con-
strained training methods for word embeddings and show that they can bring more
improvements to MIR than the original word embeddings.

The rest of the paper is organized as follows. Section 2 gives an overview of word
embedding. Sections 3 and 4 present our approach to constrain word embeddings and
to document reranking. Section 5 describes our experiments and analyses. Section 6
goes through the related work and Sect. 7 presents the conclusion and future work.

2 Word Embedding

In this section, we describe the standard and regularized word embeddings.

2.1 Continuous Bag-of-Words (CBOW)

Proposed by Mikolov et al. [15], the word2vec models create a vector representation
for a word according to the context words frequently appearing around it. In this
section, we will only describe one of the word2vec models – CBOW, which minimizes
the following objective loss function:

L ¼ �
XT
t¼1

log pðwtjwt�kÞ; ð1Þ

where T is the total number of words in the corpus and wt�k are the words in the
window of size k centered at position t and excluding wt. The probability of a word
given its context is defined as:

p wtjwt�kð Þ ¼ expðwT
t cÞP

v2V expðwT
v cÞ

; c ¼
Xtþ k

j¼t�k;j6¼t

wj; ð2Þ

where the context embedding c is simply the sum of the embeddings of words
occurring in the text window.

2.2 Regularized Word Embedding

Several approaches have been proposed in recent years to constrain (regularize)
unsupervised word embeddings, and we describe two approaches below.
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Online Training Approach. Online training approaches alter the learning objective in
word embedding estimation by adding a knowledge-based regularization term [4, 26–28].
We only describe the approach by Yu and Dredze [27]. The modified loss function is as
follows:

L ¼ � 1
T

XT
t¼1

log pðwtjwt�kÞ � C
Rj j

X
wi;wjð Þ2R

log p wijwj
� �

; ð3Þ

where ðwi; wjÞ 2 R means that that two words are linked in the resource R, |R| is the
number of links in R, and C is a hyper-parameter controlling the strength of the
regularization. Similarly to Eq. (2), the probability pðwijwjÞ is proportional to the dot
product between wi and wj. Therefore, the regularizer sums up a similarity measure
over all pairs of related words in the resource.

We observe two shortcomings of this approach. First, any pair of linked words in
the resource is considered to be a constraint of equal importance (1/|R|) in the regu-
larization. Intuitively, however, a more frequent link (or a link between two frequently
used words) should play a more important role in the regularization. Second, as the two
terms in the objective function sum over different elements – words in the corpus and
links in the resource, Yu and Dredze have to define two sets of separate learning
parameters, one for the CBOW objective and another for the regularization, which are
updated separately in turn. This means that when updating the parameters of the
regularization, the context of a word (considered in the first term) is no longer taken
into account. The risk of this process is that the second update could undo the earlier
update, making the update process quite random at the end. In this paper, we propose a
solution to these problems.

Offline (Retrofitting) Approach. Offline approaches (also called retrofitting) [7] adjust
word embeddings outside the original training process as follows: the new embeddings
should be close to the original embeddings and respect the constraints of the external
resource, i.e. minimize:

L ¼ 1
V

XV
v¼1

w
0
v � wv

�� ��2 þ b
jRj

X
wi;wjð Þ2R

w
0
i � w

0
j

��� ���2; ð4Þ

where wv and w
0
v are the original and the new embeddings and b a parameter.

3 Constrained Word Embedding

We propose modifications to solve the problems discussed above. A tighter regular-
ization is used in the online method: the original CBOW cost function is combined with
the requirement that if a word can be well generated from a given context, its related
word should also be well generated from the same context, i.e.:
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L ¼
XT
t¼1

1
jRtj

X
ws:ðwt ;wsÞ2R

½log pðwtjwt�kÞ � log pðwsjwt�kÞ�2 ð5Þ

where |Rt| is the number of words related to wt in the resource.
A possible drawback of the above formulation is that every related word is

attributed an equal weight (1/|Rt|). To solve this problem, we weigh each related word
ws by its relative frequency in the document collection as follows:

wtðwsjwtÞ ¼ f ðwsÞ
, X

ðwt ;wÞ2R
f ðwÞ: ð6Þ

where f(ws) is the frequency of ws in the collection. The final loss function is defined as
follows:

L ¼ �
XT
t¼1

½log pðwtjwt�kÞ � a
X

ws:ðwt ;wsÞ2R
wtðwsjwtÞ½log pðwtjwt�kÞ � log pðwsjwt�kÞ�2�

ð7Þ

where a is a weighting parameter.
The above loss function solves both problems of [27]: the collection frequency of

words in a relation is taken into account naturally, and the embeddings for related
words are tightly related to their contexts.

We also propose a slightly modified version of retrofitting method by adding term
weighting in it:

L ¼
XV
v¼1

½ w0
v � wv

�� ��2 þ b
X

wv;wsð Þ2R
wt wsjwvð Þ w0

v � w
0
s

�� ��2� ð8Þ

As we will see in our experiments, our modified models can outperform the original
regularized embeddings in MIR.

4 Using Constrained Embeddings for MIR

Many resources exist in the medical domain. In this paper, we use UMLS Metathe-
saurus [3], which is the largest resource in this area. It integrates hundreds of thesauri of
different sub-domains in a uniform framework. Each concept (identified by a CUI –
Concept Unique Identifier) in UMLS contains a set of expressions, which we use as
synonyms. For example, the CUI C0018681 contains the expressions: {heart, cor,
hearts, cardiac, heart nos, heart structure}. There are more types of relations defined
in UMLS, but we only use synonymy relations in this paper. In addition, we only
consider single-word concept expressions (i.e. heart, cor, hearts, cardiac), and leave
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multi-word expressions to future work. This results in 302,323 synonymy relations
between single words from UMLS.

Once word embeddings are trained, one faces the problem of building a repre-
sentation for the whole document or query. We use a simple approach commonly used
in this area, by summing up all the word embeddings in the document or the query.
Cosine similarity is used to measure the similarity between the document and query
embeddings. This approach is similar to that used in [15, 23, 24]. We notice, however,
that a simple sum will make the global embedding of a document tuned towards
frequent words which are not discriminative for IR. Therefore, we use the traditional
IDF weighting to weight the embedding of a word.

Word embeddings are too noisy to be used alone to rank documents. In this paper,
we use them in a re-ranking approach: we first retrieve a set of 1000 documents using a
traditional baseline method (BM25 or language model); then, the results are re-ranked
by the following re-ranking function:

s Q;Dð Þ ¼ cBOW Q;Dð Þþ 1� cð ÞCosine Q;Dð Þ ð9Þ

where c is a hyper-parameter of our model, BOW is the score of a bag-of-word method
such as BM25 or LM (language model); and Cosine is the cosine similarity between the
query and the document embeddings. Both BOW and Cosine scores are normalized as
follows:

NormScore ¼ (Score � MinScore) / ðMaxScore � MinScoreÞ ð10Þ

where MaxScore, MinScore are the maximum and minimum scores in the list, Score
and NormScore are the non-normalized and normalized scores of a document.

5 Experiments

5.1 Test Collections

The experiments are performed on the following test collections: OHSUMED [11] and
CLEF-eHealth 2014 [9] and 2015 [18]. We use short queries (title field). Table 1 shows
some statistics of the collections.

Table 1. Statistics of test collections

Corpus Number of queries Number of documents Size

OHSUMED 106 348,566 294M
CLEF2014 50 1,095,082 6.5G
CLEF2015 66 1,095,082 6.5G
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We use P@10 as the main performance indicator, and MAP and NDCG@10,
which are often used on these collections, as the second indicators for OHUMED and
CLEF. Two-tailed t-test (p < 0.05) is performed for statistical significance.

5.2 Word Embedding Training

In our experiments, we use CBOW model and negative sampling [15] to train the basic
word embeddings. The CBOW program is then modified to incorporate the constraints
as in Eq. (7). For all the methods tested, we set the dimension of embedding to 300, the
context window size (k) to 5. This setting is common in word embedding [15] and has
been shown to be reasonable in [30]. We choose 10 negative samples and we filter out
words appearing less than 5 times in the collection. The collections are not prepro-
cessed before embedding training, i.e. no stemming and stopword removal. Our
intuition is that stopwords could provide useful context information for word embed-
dings. However, this remains to be confirmed. After training, our embedding vocab-
ulary size is 164,434 for OHSUMED and 3,989,059 for CLEF.

5.3 Retrieval Results

BM25 (with the default setting) and LM (language model with Dirichlet smoothing
with µ = 2000) are used as the basic retrieval methods to retrieve 1000 candidates for
reranking. In order to test the effectiveness of CBOW, we also use the standard CBOW
model alone (i.e. c in Eq (9) is set to 0). The original and modified online and offline
constrained word embeddings are used to rerank the documents as in Eq. (9). We use
2-fold cross-validation to set hyper-parameters (a, b, ϒ) of the models for each col-
lection. We report the performance of different methods in Table 2.

We observe that the traditional CBOW alone (line c) leads to poor retrieval
effectiveness. This could be explained by the noisy nature of word embedding for a
whole document. However, when it is combined with a traditional IR method (d and e),
we observe significant improvements. Similar observations have been made in [30].

Next, we observe that our online method (lines g and i) outperforms significantly
CBOW and Yu’s method when combined with BM25 or LM. This confirms that the
constraints imposed by UMLS relations are helpful in training better word embeddings
for MIR. We also see that the method of Yu does not always produce better results than
CBOW, and the differences between Yu and CBOW are not statistically significant.
This result could be explained by our earlier observation that the loosely tied constraint
used by Yu does not necessarily lead to better word embeddings.

Retrofitting has shown better performance in several NLP tasks [7] than the method
of Yu and Dredze. This is also confirmed in our results (lines j and l vs. lines f and h).
However, the differences are not statistically significant. Our modified offline method
(k and m) makes larger improvements. The differences with the original CBOW are
statistically significant on CLEF collections. The only change between the original
retrofitting (Faruqui) and our modified version (Offline) is the weighting of embed-
dings we added. This suggests the usefulness of embedding weighting in IR.
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The online and offline constraint methods lead to similar results, with a slight
advantage (not statistically significant) to the online method. This suggests that both
constrained methods could be reasonably used to incorporate prior knowledge.

The above comparison shows the benefit of constrained word embeddings. To
better understand the effect of constraining embeddings, we analyze a specific example
of word “heart”, a common medical term. The most similar words, based on word
embeddings trained on OHSUMED with different methods, are shown in Table 3.

We can first observe that CBOW is able to find some strongly related words
without using UMLS: hearts, cardiovascular, cardiorespiratory. The words synergist,
acyanotic and ventricular are also concepts often used in association with heart.
However, ouvrier (name of an author) and thrive are not strongly related to heart.

Table 2. Retrieval results of different methods (Significant difference with a method is marked
by a letter corresponding to that method)

OHSUMED CLEF2014 CLEF2015
P@10 MAP P@10 DCG@10 P@10 NDCG@10

(a) BM25 0.4390 0.2922 0.6720 0.6876 0.3561 0.3217
(b) LM 0.3752 0.2325 0.7280 0.7200 0.3712 0.3276
(c) CBOW (c = 0) 0.1631 0.0401 0.0490 0.0596 0.0530 0.0616
(d) CBOW + BM25 0.4610a 0.2986 0.7056a 0.7085a 0.3727a 0.3461a

(e) CBOW + LM 0.4438b 0.2745b 0.7470b 0.7327b 0.3909b 0.3560b

(f) Yu + BM25 0.4600 0.2990 0.7120 0.7060 0.3682 0.3460
(g) Online + BM25 0.4771df 0.3005 0.7315df 0.7320df 0.3864df 0.3647df

(h) Yu + LM 0.4467 0.2778 0.7490 0.7340 0.3909 0.3557
(i) Online + LM 0.4581eh 0.2793 0.7580eh 0.7460eh 0.4086eh 0.3682eh

(j) Faruqui + BM25 0.4695 0.3001 0.7200 0.7250 0.3818 0.3593
(k) Offline + BM25 0.4715d 0.3001 0.7296dj 0.7300d 0.3848d 0.3596d

(l) Faruqui + LM 0.4470 0.2778 0.7520 0.7420 0.3955 0.3665
(m) Offline + LM 0.4486 0.2781 0.7530e 0.7440e 0.3970e 0.3666e

Table 3. The most similar words to “heart”.

CBOW Online Offline

Cardiac 0.4891 Cardiac 0.5205 Cardiac 0.7960
Synergist 0.4494 Hearts 0.5030 Cor 0.6957
Hearts 0.4276 Cor 0.4939 Synergist 0.5030
Cardiovascular 0.4096 Synergist 0.4690 Hearts 0.4738
Acyanotic 0.3987 Cardiovascular 0.4156 Biventricular 0.4721
Ouvrier 0.3934 Cerebrovascular 0.4149 Cyanotic 0.4720
Multiorgan 0.3931 Acyanotic 0.3985 Cardiorespiratory 0.4714
Ventricular 0.3837 Ventricular 0.3979 Ventricular 0.4651
Cardiorespiratory 0.3829 Cardiorespiratory 0.3969 Acyanotic 0.4585
Thrive 0.3766 Biventricular 0.3831 Circulatory 0.4552
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UMLS contains three synonym words to heart: hearts, cor and cardiac, which are
incorporated in the constrained embeddings. As we can see, these words have been
added or promoted (with higher similarities) in the list using constrained methods.
First, we observe that CBOW is unable to discover alone the similar word cor, which is
often used in prescriptions for heart diseases. The prior domain knowledge provides
complementary means to link this word. This is part of the benefit we expected from
using prior knowledge for embedding training.

Second, we can also observe that in addition to the synonyms, other strongly related
words such as biventricular and cyanotic have also been promoted in the constrained
embeddings. In fact, requiring synonym embeddings to be closer also makes the
embeddings of their related words closer. In this specific example, even if we do not
expect to find the word cor in the relevant documents to heart in OHSUMED, the
words related to cor such as cyanotic could be found in them. This indirect constraint
effect can affect many more words than just synonyms.

We do not see clear differences between the lists of the Online and Offline methods.
Both method are capable of finding some strongly related words.

5.4 Parameter Sensitivity

The methods we propose contain some hyper-parameters (a,b,ϒ), which we set by
cross validation in the previous results. In this section, we examine the sensitivity of
retrieval effectiveness to these parameters. We will show the variation of P@10 on
OHUSMED and CLEF2015 (CLEF2014 is very similar to CLEF2015).

Figures 1, 2, 3, and 4 show that the retrieval effectiveness (P@10) varies depending
on the setting of a and b. The impact of parameters depends on the test collection
(OHSUMED and CLEF), and on the basic retrieval model used (BM25 and LM).
Globally, the setting of parameters a and b tends to have a larger impact on CLEF than
on OHSUMED. This can be explained by the nature of documents in the collections:
OHSUMED contains documents written by professionals while CLEF contains web
pages crawled from the Web. The domain knowledge is naturally better encoded in
OHSUMED than in CLEF. So, using domain knowledge as constraint will make
smaller impact on word embeddings in OHSUMED than in CLEF.

We can also see that it is preferable to set these parameter to smaller values when
combined with LM than with BM25. This could indicate that less regularization is
preferred with LM. Further analyses are needed to understand the reason.

It is difficult to compare directly the parameters a and b because they are used in
different constraint processes. We can still observe the general trend that b is preferably
set to a large value than a. This may mean that the offline method may need a larger
regularization than the online method to adjust word embeddings.

On the parameter ϒ (Fig. 5), we observe more consistent behavior on different
collections (the variations on other collections and retrieval models are very similar).
The best setting is always around 0.5–0.6.
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6 Related Work

6.1 Medical Information Retrieval

A number of studies have attempted to exploit the existing resources in medical area
such as UMLS. Two categories of approaches have been proposed in the literature.

The first approach is based on concepts: One first identifies concepts from docu-
ments and queries using a concept identification tool such as MetaMap [1]; then
documents and queries are matched through their concepts and related concepts.
Although improvements using concepts have been observed on some test collections
[12, 13, 25, 31], namely in TREC Medical Record Track, which is a different IR task
than the one considered in this paper, the improvements on the test collections con-
sidered in this paper have been limited and unstable [21]. An important reason lies in
the relatively low accuracy of concept identification: about 70–80 % concepts identi-
fied are correct, and a number of concepts are unidentified [21].

A second method performs query expansion using the relations stored in a the-
saurus [2, 14]. Typically, an additional ranking score is generated from synonyms and
related terms of the query terms, and this score is combined with that of the original
score. Concept phrases can also be used in this method.

In the previous experiments on the test collections we consider, query expansion
approaches have been found more effective than concept-based matching [21]. All the
top performing systems at CLEF 2014 and 2015 have used query expansion approa-
ches [9].

To position our methods with respect to the existing approaches, we show the top
three results in CLEF 2014 and CLEF 2015 in Table 4. For CLEF 2014, our results are
comparable to those of the best team [21], which used MetaMap and all concept
expressions in UMLS to perform phrase-based retrieval and query expansion.
On CLEF 2015 [18], our results are clearly below the best participating system.
However, this best system leveraged Google search results, and this gave a consider-
able advantage to the system. It is unfair to compare our results with that system. Our
methods compare favorably to the other participating systems that do not use Google
results. Overall, our methods compare favorably to the state of the art in MIR.
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6.2 Word Embeddings for IR

Several studies in IR used word embeddings. [24] used word embedding in
cross-language IR task. The goal was to train word embeddings in the same repre-
sentation space for words in both languages. In [23], word embeddings (CBOW) are
used to generate an additional feature to be embedded in a learning to rank framework
to rank short answers to a question. Zuccon et al. [30] tested the effectiveness of word
embeddings in IR as well as the impact of different parameters. They made similar
observation that word embeddings can significantly improve IR effectiveness. De Vine
et al. [5] compared several similarity measures for medical IR, and found the one based
on word embeddings outperforms the others.

All the above studies showed that the semantic features captures in word embed-
dings are useful for IR. However, none of the above studies used constrained word
embedding. In this paper, we showed that constrained word embeddings can further
improve IR effectiveness.

7 Conclusion

In this paper, we explored the utilization of constrained word embedding for IR in a
specialized domain. Our assumption is that constrained word embeddings can better fit
the application domain and lead to better retrieval results. This is confirmed by our
experiments.

Our methods to constrain word embeddings are adapted from the existing studies.
In our experiments, we showed that the modifications we made lead to better retrieval
results than their original versions. In particular, our modifications corrected two
important problems in the original online training method and we added embedding
weighting. The modifications resulted in significant changes in IR effectiveness.

We did not observe a large difference between the online and offline methods to
incorporate prior knowledge. More investigations are needed to determine the best
method to incorporate domain knowledge in word embeddings.

Our investigation has been limited to synonym word, while there are many other
types of relation in domain resources (e.g. hierarchical relations). Such relations have
been used in MIR [31] and in applications of word embedding in NLP [26]. It would be
interesting to extend our study to cover more types of relation.

We only focused on single-word concepts in this study and used a very simple
method to build a representation for the entire document and query. It will be

Table 4. Comparison with the best CLEF results

System CLEF2014 CLEF2015
P@10 NDCG@10 P@10 NDCG@10

Best Team 1 0.7560 0.7445 0.5394 0.5086
Best Team 2 0.7540 0.7406 0.3864 0.3464
Best Team 3 0.7400 0.7301 0.3803 0.3465
Online 0.7580 0.7460 0.4086 0.3682
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interesting to investigate how an appropriate phrase embedding [6, 19], as well as a
representation for the entire document and query, could be built for IR. These are some
interesting topics for our future work.
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