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Abstract. To succeed, agents need to become part of legacy and future systems
that are not agent oriented. That means agents must be able to run (and migrate)
on servers that are not based on multi-agent platforms. Also, agents will have to
be able to communicate using languages and protocols that are not dedicated to
them, such as HTML. Last, agents need to be able to adapt (themselves) to
modifications of their environment. Such features are provided by a family of
agents developed at CRIM, which we call Guest.

1   Introduction

Software Agents have existed for about twenty years but their integration into real
systems remains an issue. This is probably because we all, as researchers, want to
develop new systems based on what we are working on, agents. However, even if
such approach succeeds in limited or specific applications, where the architecture is
based on multi-agent systems, it is quite difficult to “impose” our technologies to
other field such as the Internet. So, we have to think about how to adapt agents to
different domains instead of the opposite.

Since agents need basic facilities like recurrent access to the CPU, communication
facilities, etc, they cannot run without ad hoc servers. Therefore, all agents must be
linked to specific multi-agent platforms, which provide the basis of such servers. This
means that if you want to use agents somewhere, you first have to start a multi-agent
server there. For agent centric applications, this is usually not a problem. However,
adding a new kind of applications like multi-agent servers to legacy general-purpose
systems could be a challenge, not only because of technical difficulties but also be-
cause of fear of the unknown. To resolve such difficulties, agents will have to run on
servers that are not dedicated to them.



Because communication languages for agents (ACL, KQML, etc) are too specialized
and domain-specific, a “pure agent” cannot get and send information to legacy sys-
tems. Since it is impossible to add agent-based communication channels to all of such
systems, we have to integrate general purpose (XML, RMI, ODBC, etc.) communica-
tion features directly to agents. In fact, because an agent is proactive, it can become a
bridge between heterogeneous systems or services using different languages or pro-
tocols as used by the “software” it is speaking to, including other agents.

Closed and non evolving or short lived multi-agent systems (MAS) do not need
maintenance capabilities, unlike agents running inside open and dynamic systems like
the Internet. Two difficulties have to be resolved: firstly, keeping the same functionali-
ties, even if the server shut down, or if new encryption protocols appear, etc., and
secondly, adding new functionalities. Also, for each kind of maintenance, the mainte-
nance system has to know when to start such maintenance procedures, what to do
and how to do it. Last, validation of such process would be useful.

Since systems are more and more complex, it is definitely easier to modify part of
them instead of challenging their global architectures, which are not agent-based.
Therefore, we have to introduce agents into such subsystems, without modifying their
architectures, at least at the beginning. In order to do so, we have to develop new
kinds of algorithms where MAS is not the main concept used.

To try to solve all of such difficulties, the CRIM laboratory has developed a family
of agents, called Guest, which are able to run and migrate without modification be-
tween different kinds of servers, including CORBA1. Also, using plug-ins, a Guest
agent can, while running, gain or remove pieces of code. For example, such plug-ins
could be an implementation of a specific communication protocol, like extraction of
data from Web pages written in HTML. We are also working on mechanisms to allow
agents to maintain themselves by using meta-modeling and validation. Lastly, we have
started to implement protocols as used on peer-to-peer applications to enhance such
systems by using isolated agents.

2   Agents able to run anywhere

Until now, an agent could only run on its own platform. For example, an Aglets agent
can only use an Aglets based server, not a Grasshopper based one. And vice-versa is
also true. In the case of limited multi-agent applications, this is not a real problem.
However, future agents running on Internet based applications will have to be able to
adapt themselves to heterogeneous servers provided by different partners.

This problem of interoperability could be solved by the use of specific standards [1]
[2]. However, to deal with systems that are not agent friendly, other approaches have
to be used, such as the use of converters between platforms [3] and the creation of a
universal interface (middleware approach).

                                                                
1 Corba provided by Corbix from IONA (in a restricted way) and by Java version 1.4.



We choose the last one2: we implement our universal agents [4] by using interfaces,
more precisely by providing an intermediate layer called Guest between our Guest
agents and the targeted servers (all Java based). This layer is a two-sided entity: on
one side, the Guest API that is visible to an application programmer, and on the other a
server-dependent layer, which we provide. In that way, our agent will be able to run
and eventually talk to native agents or objects on these different servers while main-
taining the same functionality thanks to interfaces (one per server). This does not
imply that all of the servers need to integrate these Guest interfaces: it is only when a
Guest agent reaches a server that the Guest Java classes need to be downloaded from
a specific location by the Java Virtual Machine (JVM) without modifying the server
behavior. This method does not impose a new standard; more precisely parties who
want to use the generality of the Guest API do not require that Guest become a stan-
dard. This point is essential to the success of our approach.

A Guest agent has therefore two facets: the first one is specific to the platform ex-
pected to carry the agent, the other one is independent of any platform. As a result,
when a Guest agent moves from one platform to another, it has only to change dy-
namically its platform-specific facet while maintaining its internal status. More pre-
cisely, our solution consists in designing a Guest agent modeled as the sum of two
interconnected agents (when the server is an agent platform), or an object and an
agent (for instance when we use CORBA as a server). The first one (so-called native
agent / object) inherits from the agent / object class of the targeted agent platform3,
which receive CPU access from the multi-agent platform or by an ad hoc thread. The
second one (so-called universal agent with the purpose of implementing the agent
function) inherits from the universal agent class Guest. It is the only part of the agent
that will move between servers when the agent migrates4. Consequently, our agents
are simu ltaneously perceived by servers as being native and by their originators as
being platform-independent Guest agents. Our model requires only slightly more re-
sources than a native model: memory consumption and CPU overhead are limited, and
are far from being doubled.

A critical constraint has to be mentioned: all the selected servers must run on top of
Java Virtual Machines. When a composite Guest agent migrates, the generic part will
be handed over to the targeted JVM right after the native part is created on it. Upon
completion, the composite agent will be removed from its originating platform, thus

                                                                
2 The same approach is used by CoABS [5] but only to move agents from one agent platform to

another. So, they use two kinds of layers: one on top of platforms to a common API, and a
from the API to a specific kind of agent. As we know, the CoABS approach only solves the
problem of interoperability between platforms; it does not allow “universal agents” to run
anywhere.

3 Since some multi-agent platforms do not provide their source code, rewriting the code of the
basis agents is usually impossible. Therefore a Guest agent could be send to a new server
without modifying this one, but adding new bytecode.

4 As is the case on most of agent platforms, the current state of the running agent will not been
saved and restored when the agent migrates from one server to another. It is the duty of the
agent programmer to solve this problem by using specific methods, which are called just be-
fore and after the migration.



ending the migration process. One of the conditions for the agent migration is to en-
sure that the Guest agent is serializable.

As mentioned above, our Guest agents must have Guest interfaces adapted to spe-
cific servers in order to be operational. Guest interfaces already exists on these Java
based agent platforms:
1. ASDK, Aglets Software Development Kit [6], originally developed by the IBM

Tokyo Research Laboratory.
2. (Concordia [7] by Mitsubishi, although this was never totally integrated to Guest

due to a lack of new versions compatible with Java 1.2.)
3. CorbaHost, our own Java server implementation on top of CORBA (Orbix by IONA

[8]) and on top of CORBA provided by Java 1.4.
4. Grasshopper [9], a commercial product of the German firm IKV++, which is the first

multi-agent platform supporting MASIF [2].
5. Jade [10], an open source platform, which is Fipa compliant5.
6. Voyager [11], a commercial product of ObjectSpace.

In the case of the CORBA world, which is not agent friendly, we adopted a slightly
different implementation. We developed two kinds of CORBA objects: one plays the
role of an agent server and provides the service of agent management, while the other
encapsulates an agent. These two kinds of CORBA objects are combined into a Cor-
baHost system.

Such diversity of systems already accommodating Guest agents seems to prove
that this approach could be extended to most exis ting and future systems 6.

3   Polyglot Agents

Running agents on a variety of systems is not sufficient. They also have to be able
to interact with such systems. The natural way to achieve this is by using the usual
access provided to them, through standard API’s described by protocols (like HTTP)
and languages (like SQL). There is a large number of different API’s. So trying to build
agents that are able to know all of them is impossible. However, what we have to
achieve is to provide to such agents an internal representation of information that is
system independent, an internal API that is as universal as possible, a set of interfaces
to the main existing systems, and lastly a way to update or integrate dynamically new
API’s.

Until now, Guest agents have had access to information provided by Web pages
(see following sections), to Gnutella protocol and services (peer-to-peer approach),

                                                                
5 We specially choose this platform to provide Fipa communication capabilities to our Guest

agents.
6 As far as they are based on Java, in the specific case of Guest agents. However, the same

approach could be use for other object oriented language that accept dynamic loading of code
and objects.



CORBA Objects, etc. Based on such a variety of interactions, we are currently working
on a unified way of dealing with all of them.

3.1   Ontologies to introduce Semantics

Information, such as on a Web page, is not always presented in the same way. Due to
this fact, data extraction and exchange is not an easy task if different actors (producers
or consumers of information) have not agreed on the semantics of data. This is par-
ticularly true in the case of autonomous agents seen as bridges between heterogene-
ous systems. Consequently, agents need to use a common model for data regardless
of their origins. Such a model provides a way to ensure a good understanding and
integration of exchanged data.
Ontology appears more and more the way to provide such common model [12]. Ontol-
ogy is a way to decompose a world into objects, and a way to describe these objects.
It is a partial description of the world, depending on the objectives of the designer and
the requirements of the application or system. For each domain, there may be a number
of ontologies[13]. The use of ontology differs from one application to the next, as do
its design and its formalism of representation.

3.2   How to get information from web pages?

The Internet contains more and more Web pages with dynamic and frequently up-
dated data. While a search engine provides useful help for users to identify relevant
information, it cannot be used to “understand” the semantics of the results and to
obtain reliable data. This is mainly due to the lack of precision and standard formalism
in presenting data and because HTML is a visual formatting language. On an other
hand, dynamic data (such as weather forecasts, stock exchange information, etc) are
more and more required by automated processes such as software agents, and the
need is growing to find ways to extract data so they can be fully exploited by agents.
This is why we have developed our own extraction engine, which can be integrated
into the Guest agents.

As we have already said, data on the Web are usually included in HTML pages,
and they do not correspond to a given schema. While a human user can understand
the data in a Web page display, it is impossible for a machine to do so. Therefore,
extracting data from Web pages requires some knowledge of both their structure and
contents. There are mainly four approaches to deal with:
1. The first approach relies on natural language processing (NLP). It is known that

current NLP is not accurate and powerful enough to recognize the contents of un-
restricted web pages and to extract trusted and reliable data. Therefore, this ap-
proach has only been used in some limited areas. Manual validation being usually
required (as for search engines), use by autonomous an agent is today impossible;

2. The second approach is based on web pages that use some semantic markers (or
tags). The limitations of such approach are well known: since the markers are per-
sonalized, they can hardly be generalized [12]. In fact, few such pages are available;



3. Currently, an initiative of Semantic Web [14] is geared towards the creation of a web
structure that more readily recognizes the semantics of Web pages. The method
currently under investigation consists in defining a general ontology of meta data
on semantic contents. However, few actual Web pages use such markers;

4. There is a fourth manner to solve the problem witch is based on wrappers or extrac-
tion rules to extract data [15][16][17][18][19]. A wrapper is a piece of code generated
manually or by means of a tool, which allows retrieving data from a source (Web
page).

DOM

FINANCE

STOCK

EXCHANGE

DATE

STOCK_VALUE

STOCK_ID

STOCKMARKET

Description of a
source

Extraction (automatic process)

XML document

Mapping and
construction of data

Description of
another source

Conversion

DOM

Ontology

FINANCE

STOCK

EXCHANGE

DATE

STOCK_VALUE

STOCK_ID

STOCKMARKET

Choosing elements

DOM tree
of HTML

page

Concepts and  elements from
an ontology

source
description

Fig. 1: Global extraction processus

Our approach, implemented into a user-friendly graphical tool, called WeDaX [20], is
close (but also different) from the later approach. We will make use of ontology to
model the data to be extracted and a source description (semi-automatically gener-



ated), which indicates how the desired data can be extracted (Fig. 1). In particular, we
will focus on data extraction from web pages that present constantly changing data,
but with a fixed structure (e.g. stock exchange quotes). The data in a web page is first
converted into XML7, and then mapped with the data model. The definition of the data
model and the mapping are done manually. Then an automatic process can be carried
out repeatedly to perform the real extraction tasks. The final results are XML docu-
ments that contain standardized and queriable data sets.

Since the data extracted by WeDaX are accurate, autonomous agents like the Guest
agents can use them. However, because the algorithm we use needs specific kind of
HTML structures like tables, the kind of data we can extract is limited.

4   Adaptive agents

In an open, evolving multi-agent world, algorithms and services will be put into use
during the life cycle of an agent or system. For example, a new compression algorithm
may be used to compress messages, or a new kind of cryptographic signature may be
released, during the life cycle of agents. Moreover, it’s possible that at one moment in
the life of an agent, changes in the environment require that the agent modify its exe-
cution model. One example is the deployment of new servers to handle an existing
application with new load balancing capabilities. In this case agents need to change to
a distributed model. To adapt to these evolution and openness of the environment,
our agents need to be able to apply "on the fly" these new algorithms, services and
models, without having to restart any part of the system. More precisely, we want to
be able to develop "new capabilities" in an agent-independent way, and then allow the
Guest agents to use them on demand.

4.1   The plug-in framework

Guest agents are currently able to operate on heterogeneous servers, thanks to the
interface layer on top of these ones. However, this interface must be fixed at runtime
and is not suitable for dynamically adding new capabilities to an existing agent: any
modification to this interface requires the restart of all the agent servers on which the
Guest agents are running. Therefore, we need a more convenient way to solve this
problem. Our solution is to embed in the kernel of the Guest agent a framework called
plug-in. A plug-in is a component (compiled code of one or some objects) that can be

                                                                
7 Documents in HTML do not allow for direct querying. In addition, there may be errors in

HTML structures. Therefore, we first convert the HTML document into XML by following
their hierarchical structure [21]. Possible errors are corrected using HTML TIDY [22] and
W4F [23] (correction and transformation module of W4F). Once a web page is transformed
into XML, portions of data can be easily accessed using a DOM (Document Object Model)
parser [24].



dynamically loaded by an agent and which immediately offers some new services. An
agent then consists of two parts: a kernel, which is fixed and a dynamic set of plug-ins.
A plug-in can perform any of the following three types of actions:
1. Observe changes in the state of the associated agent and possibly prevent these

changes in some cases (migration or deactivation of the agent);
2. Observe the communications of the associated agent (sending and receiving a

message) and possibly intercept and modify an incoming/outgoing message;
3. Offer a library of new services to the agent.

Fig. 2: The plug-in framework

Therefore, a plug-in can not only add new functionalities to an agent, but also change
behaviors of the agent. When a plug-in needs to manipulate the incoming/outgoing
message or the states of the agent to which it is attached, it must provide the corre-
sponding interceptor and then subscribe to the Plug-in Management Service. If there
are several interceptors of the same type, one solution is to chain and then activate
them one after another. In fact, this mechanism is not a mere chaining, but is more
sophisticated. Upon loading, a plug-in exports to the agent its activation function.
This function is a filter, applied to incoming messages and events, deciding on which
ones the plug-in offers its services. For example, a dedicated decompression plug-in
would ask for activation only when compressed messages are received. It would then
ask for activation for each potentially encapsulated compressed message. Any given
plug-in can be used any number of times during the processing of a message or an
event. This allows us to provide new capabilities (for instance compression and cryp-
tography), even if we don't know in advance the proper layering of the message by the
other agents (do they first sign, and then compress? Or do they compress, and then
sign?). This is a very important capability in the kind of open environment we devel-
oped Guest for.

In order to reinforce the security of the framework and to simplify the development
and the use of our plug-ins, each plug-in is divided into two sub-components:
? A "private part", called the handler, which is responsible for the first two types of

actions: observe/intercept the state and the communications of the agent;
? A "public part", which provides new services.



In the one hand, this framework enables a Guest agent to modify dynamically its capa-
bilities and therefore adapt to the evolving environment by allowing a plug-in to be
associated with an agent at any time during the agent's life and removed whenever the
agent no longer needs it. For example, one agent can “learn" to compress/decompress
data by loading a compression plug-in. When it no longer needs these functions, it
can simply “forget” it by unloading this plug-in. The agent can even “upgrade” its
compression technique by changing the current compression plug-in for a more so-
phisticated one. On the other hand, reuse and the sharing of the development effort
can be archived using this framework. A plug-in can be developed by a third party,
independently of the development of agents. The deployment of these plug-ins is also
flexible: one plug-in doesn't have to be bundled in the same package with the agent
but can be downloaded from an Internet site. In many ways, a plug-in can be used as
an off the shelf component.

Plug-ins have already been used for a larger panel of features provided by Guest
agent, as for example:
? Visualization of the Agent Management Service: we have already developed a

utility with a graphical interface to visually observe Guest agents on different native
platforms (Fig 3). This was done by creating a plug-in that intercepts the changes
of agent's state during migrations and informs the GUI to visually reflect these
changes on the screen. Consequently, an agent can be observed simply by associ-
ating with it this plug-in even if this agent was not initially supposed to offer this
service;

? Groups of interest. By using an ad hoc plug-in, Guest agents are able to broadcast
messages regarding a specific topic only to agents that have previously shown
their interest into that topic;

? Validation of interactions. Plug-ins can be added to an agent to intercept all of its
messages to produce a log-file of all of them. Such log files are currently used to
perform verifications of interactions between agents;

? Virtual hierarchies. By re-routing messages of a “child” agent to its “father”, it is
possible to produce virtual hierarchies of agents.



Fig 3: Guest visual interface

4.2   Adaptation by meta-modeling

Sometimes, changes in the environment require agents to change their execution
model to adapt to new constraints. Therefore, agents need to be able to change “on
the fly” from one model to another. Our approach to solve this problem is to develop a
model of the control in different agent models (Fig. 4), which can be called meta-model
of agent control, and which aims at facilitating dynamic transformation from one model
to another one. More precisely, our solution consists of the following steps:
? Define a meta-model of agent control allowing a uniform representation of the con-

trol of different agent models and dynamic transformation between these mo dels;
? Validate these transformations.



Fig. 4: The meta-model of agent control

The principle of our meta-model is to classify all the modules of one agent model into
different groups by their roles and then to provide a meta-module to manage each
group. From the agent’s traditional execution cycle: perception – deliberation – ac-
tion, all the modules of one agent model can by classified into these three main cate-
gories. The coordination between these groups can be realized using either a control-
driven or a shared data space approach [25]. We have chosen the later, because of the
centralization of the modules and the complexity of the coordination forms. Each mo d-
ule is associated with a configurator, which is responsible for managing the configura-
tion of this module (connections to other modules, kinds of events this module is
interested in, etc.)

The dynamic transformation from one model to another consists of the replacement
the modules of the first one by those of the second one and the reconfiguration of the
link between the new modules, using the configurators presented above.

4.3   Validation of interactions between agents

We developed a formalism for the specification and validation of a multi-agent system.
This formalism uses the CATN model [26] for the specification of a multi-agent system,
and the GOAL model [27] for the validation phase. CATN focus on communication
protocols between agents, and allow us to define easily interaction patterns among
agents. These patterns are the inputs of a CATN manager module, which defines the
behavior of the agents running in the multi-agent system. For the validation phase, we
define properties to be checked as observers in the GOAL language8. This is a model-
                                                                
8 A GOAL  observer implements a finite automaton with accepting states.



checking approach, working on a lattice built upon the collected trace of all the agents
in the system. We build by hand the list of properties to be checked against the lattice,
and our current work is the development of a mapping between the CATN formalism
for interaction-pattern definition into the GOAL formalism for property-checking.

5   Conclusion & perspectives

Providing agents that are able to deal with various systems is the main goal of the
Guest project. So far, we succeeded to the extent that agents can run and move be-
tween heterogeneous systems, even if such systems are not able a priori to welcome
agents. Also, the plug-in framework allows Guest agents to acquire new features or
update existing ones. Using such plug-ins, some non agent-based protocols and lan-
guages are already available to Guest agents, such as extraction of information from
Web pages, Gnutella peer-to-peer services, etc. Meanwhile, to provide agents that will
be able to evolve in real open systems, more work has to be done. Currently, we are
working on a unified method of communication between heterogeneous systems, on
mechanisms to allow agents to adapt themselves to modifications of their environ-
ment, on the description of agent interactions based on CATN, tools to verify the
interactions between agents, etc. Lastly, we are also using Guest agents in a project
called Geref [28], which consists in the management of distributed Workflows.
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