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Abstract—Online reviews have become an important source of information for users before making an informed purchase decision. Early reviews of a product tend to have a high impact on the subsequent product sales. In this paper, we take the initiative to study the behavior characteristics of early reviewers through their posted reviews on two real-world large e-commerce platforms, i.e., Amazon and Yelp. In specific, we divide product lifetime into three consecutive stages, namely early, majority and laggards. A user who has posted a review in the early stage is considered as an early reviewer. We quantitatively characterize early reviewers based on their rating behaviors, the helpfulness scores received from others and the correlation of their reviews with product popularity. We have found that (1) an early reviewer tends to assign a higher average rating score; and (2) an early reviewer tends to post more helpful reviews. Our analysis of product reviews also indicates that early reviewers’ ratings and their received helpfulness scores are likely to influence product popularity. By viewing review posting process as a multiplayer competition game, we propose a novel margin-based embedding model for early reviewer prediction. Extensive experiments on two different e-commerce datasets have shown that our proposed approach outperforms a number of competitive baselines.

Index Terms—Early reviewer, Early review, Embedding model.

1 INTRODUCTION

The emergence of e-commerce websites has enabled users to publish or share purchase experiences by posting product reviews, which usually contain useful opinions, comments and feedback towards a product. As such, a majority of customers will read online reviews before making an informed purchase decision [1]. It has been reported about 71% of global online shoppers read online reviews before purchasing a product [2]. Product reviews, especially the early reviews (i.e., the reviews posted in the early stage of a product), have a high impact on subsequent product sales [3]. We call the users who posted the early reviews early reviewers. Although early reviewers contribute only a small proportion of reviews, their opinions can determine the success or failure of new products and services [4],[5]. It is important for companies to identify early reviewers since their feedbacks can help companies to adjust marketing strategies and improve product designs, which can eventually lead to the success of their new products.

For this reason, early reviewers become the emphasis to monitor and attract at the early promotion stage of a company. The pivotal role of early reviews has attracted extensive attention from marketing practitioners to induce consumer purchase intentions [6]. For example, Amazon, one of the largest e-commerce company in the world, has advocated the Early Reviewer Program1, which helps to acquire early reviews on products that have few or no reviews. With this program, Amazon shoppers can learn more about products and make smarter buying decisions. As another related program, Amazon Vine2 invites the most trusted reviewers on Amazon to post opinions about new and pre-release items to help their fellow customers make informed purchase decisions.

Based on the above discussions, we can see that early reviewers are extremely important for product marketing. Thus, in this paper, we take the initiative to study the behavior characteristics of early reviewers through their posted reviews on representative e-commerce platforms, e.g., Amazon and Yelp. We aim to conduct effective analysis and make accurate prediction on early reviewers. This problem is strongly related to the adoption of innovations. In a generalized view, review posting process can be considered as an adoption of innovations3, which is a theory that seeks to explain how, why, and at what rate new ideas and technology spread [8]. The analysis and detection of early adopters in the diffusion of innovations have attracted much attention from the research community. Three fundamental elements of a diffusion process have been studied: attributes of an innovation, communication channels, and social network structures [8]. However, most of these studies are

3. Since users usually only post reviews after they made product purchases, reviews on Amazon correspond to actual purchases most of the time [7]. Even if such correspondence does not exist sometimes, a posted review indicates an interest on a certain product.
Previous studies have highly emphasized the phenomenon that individuals are strongly influenced by the decisions of others, which can be explained by herd behavior [6], [13]–[15], [18]–[20]. The influence of early reviews on subsequent purchase can be understood as a special case of herding effect. Early reviews contain important product evaluations from previous adopters, which are valuable reference resources for subsequent purchase decisions. As shown in [19], when consumers use the product evaluations of others to estimate product quality on the Internet, herd behavior occurs in the online shopping process [19].

Different from existing studies on herd behavior, we focus on quantitatively analyzing the overall characteristics of early reviewers using large-scale real-world datasets. In addition, we formalize the early reviewer prediction task as a competition problem and propose a novel embedding-based ranking approach to this task. To our knowledge, the task of early reviewer prediction itself has received very little attention in the literature. Our contributions are summarized as follows:

- We present a first study to characterize early reviewers on an e-commerce website using two real-world large datasets.
- We quantitatively analyze the characteristics of early reviewers and their impact on product popularity. Our empirical analysis provides support to a series of theoretical conclusions from the sociology and economics.
- We view review posting process as a multiplayer competition game and develop a embedding-based ranking model for the prediction of early reviewers. Our model can deal with the cold-start problem by incorporating side information of products.
- Extensive experiments on two real-world large datasets, i.e., Amazon and Yelp have demonstrated the effectiveness of our approach for the prediction of early reviewers.

2 Preliminaries

We first introduce the concepts and notations used in this paper. The symbols and notations used in what follows are summarized in Table 1.

Let $\mathcal{U}$ denote a set of e-commerce users, and $\mathcal{P}$ denote a set of e-commerce products. A user review $d$, a sequence of text tokens, is associated with a set of six elements $\langle u, p, r, s, n_Y, n_N \rangle$, which denotes that user $u \in \mathcal{U}$ (a.k.a., review writer or reviewer) has posted a review on product $p \in \mathcal{P}$ with the rating $r$ at the timestamp $s$, and review $d$ receives $n_Y$ ‘yes’ votes and $n_N$ ‘no’ votes from other users. We assume that a product $p$ is associated with a category label $c_p$ and a title description $t_p$. Our focus is to study the adoption process of a product, hence, we first build a sorted review list for the product. Given a product $p$, we can sort its $N_p$ reviews according to the corresponding publish timestamps to derive a list of ordered reviews, denoted by $\mathcal{L}_p; d_1 \rightarrow d_2 \rightarrow \ldots \rightarrow d_{i} \rightarrow \ldots \rightarrow d_{N_p}$. Let $s_i$ denote the timestamp of $d_i$. We have $s_i < s_j$ for $i < j$ ($j \leq N_p$) in the list. For product $p$, $d_1$ and $d_{N_p}$ are respectively the first and last
received reviews within an observation window. Based on these notations, we first introduce several important definitions used throughout the paper, as well as their estimation on our datasets.

2.1 Products with Complete Lifetime

**Definition 1.** Product Review Time Span refers to the time span between the first and last received reviews for a product. Formally, given a product $p$, its product review time span is the range between the timestamps of its first and last reviews, i.e., $[s_1, s_{N_p}]$.

Our observation window is defined as the period between the start and end time of datasets. Amazon dataset contains product reviews ranging from May 1996 to July 2014, and Yelp dataset contains product reviews ranging from July 2004 to January 2017. The observation windows are 18 years and 13 years respectively. It might be the case that some products have their reviews falling outside of our observation window. We propose the following strategy to determine whether a product’s review time span is complete within our observation window.

2.1.1 Determining the Complete Review Time Span

We first introduce the concepts of leading gap and trailing gap. Given an observation window $[s_{\text{start}}, s_{\text{end}}]$, the leading gap of a product $p$, denoted by $\Delta_L^{(p)}$, is defined as the time difference between $s_1$ (when the first review was found within the observation window) and $s_{\text{start}}$, while the trailing gap $\Delta_T^{(p)}$ of a product $p$ is defined as the time difference between $s_{N_p}$ (when the last review was found within the observation window) and $s_{\text{end}}$. Our key idea is that if the maximum interval between two consecutive reviews of a product $p$ is smaller than both the leading and trailing gaps of product $p$, then we have observed a complete review time span (e.g., Figure 1(a)). However, if it is not the case, then we have only observed a partial product review time span (e.g., Figure 1(b)). We denote the maximum interval for product $p$ by $\Delta_M^{(p)}$, and it is computed as: $\Delta_M^{(p)} = \max_{i=1}^{N_p-1} (s_{i+1} - s_i)$. Based on our idea, we consider the lifetime for product $p$ is complete if it satisfies: $\Delta_L^{(p)} > \Delta_M^{(p)}$ and $\Delta_T^{(p)} > \Delta_M^{(p)}$.

2.1.2 Estimating the Product Lifetime

Given a product, we take its complete review time span as a proxy measure of its lifetime. It should be noted the time span derived from product reviews may not exactly align with the actual product lifetime from a customer’s point of view, i.e., the period of time over which a product is first brought to market and eventually removed from market. Since our current datasets do not contain any explicit purchase information, it is not possible to accurately derive the product lifetime. Nevertheless, as indicated in [7], many of the reviews indeed correspond to actual purchases. Also, as will be discussed later, the estimated product lifetime is used for dividing reviewers into different groups. Hence, it is reasonable to estimate a product’s lifetime by its review time span. In our current work, we are only interested in products with complete lifetime, i.e., complete review time spans.

2.2 Early Reviewer Identification

Given a complete product lifetime, we study how to divide the product lifetime into different stages so as to identify early reviewers. In the e-commerce website, the review posting process of users can be viewed as an adoption process of innovations. The process of adoption over time is typically illustrated as a classical normal distribution or “bell curve” and is divided into five stages [8]. Users are then categorized accordingly into five different groups, called innovators, early adopters, early majority, late majority and laggards (see Figure 2). Following [8], [11], we apply the classic Rogers’ bell curve theory to divide the product lifetime into five consecutive stages. In our datasets, the number of innovators is usually very small, and hence we combine innovators and early adopters as the early reviewers. In addition, we also combine early majority and late majority as majority, since it is usually difficult to reliably distinguish these two groups. Also, we transform the original intervals expressed in terms of the number of standard deviations from the mean into probabilities using simple cumulative distribution computation. The probability ranges for early, majority and laggards are $[0, 0.16)$, $[0.16, 0.84)$ and $[0.84, 1]$ respectively. Our final categorization of users is presented in Figure 2. With the staged lifetime of a product, we are ready to define early review and early reviewer.

**Definition 2.** Early review and early reviewer. Given a product $p$ and a review $d$, if the timestamp $s$ of $d$ falls in the probability range $[0, 0.16)$ in $p$’s lifetime, we call review $d$ an
early review for product \( p \). The user (a.k.a., reviewer) who wrote the review \( d \) is called an early reviewer for product \( p \).

Note that both early review and early reviewer are product-specific. A user might post a number of reviews, but only a fraction of these reviews are early reviews of some products. We assume that a user would only post one review for a given product, which is true most of the time in our datasets. As such, the number of early reviews is equal to the number of times that she acts as an early reviewer for some products. The early reviewers are particularly crucial to business organisations since their opinions have high impact on both the decisions of subsequent adopters and marketing strategies or product designs of companies [5]. An important topic in the diffusion of innovations is to find out what kind of traits determine users’ tendency to adopt an innovation [8], [21].

In what follows, Section 3 first describes the datasets construction. Section 4 then analyzes the characteristics of early reviews and early reviewers. Section 5 proposes a margin-based ranking model for the prediction of early reviewers given a product. Experimental setup and results are presented in Section 6. Related work is discussed in Section 7. Finally Section 8 concludes the paper.

3 DATA PREPARATION

In this paper, we use the Amazon [7], [22] and Yelp datasets. Amazon dataset originally contains 142.8 million product reviews ranging from May 1996 to July 2014 and Yelp dataset contains 4.7 million product reviews ranging from July 2004 to January 2017. Each review is a textual comment posted by a user on a product, and is accompanied with its publish timestamp which accuates to days in our study. A review is associated with a rating score in a five-star scale. Each product is associated with a category label and a textual description. Given a review, other Amazon users can vote on its helpfulness using a binary choice of Yes or No button. The number of votes on positive attitude (i.e., Yes) and negative attitude (i.e., No) can be recorded. While in Yelp dataset, other users can only vote on the helpfulness of a review by clicking the Useful button, and explicit negative attitude on the helpfulness is not recorded.

3.1 Data Cleaning

Our data cleaning contains two main steps as follows.

3.1.1 Preprocessing

We first remove reviews from anonymous users, since we would like to associate each review with a unique user. We then remove duplicate reviews often caused by multiple versions of the same product. We also remove inactive users and unpopular products: we only keep the users who have posted at least ten and five reviews, and products which have received at least ten and five reviews in Amazon and Yelp datasets respectively. For review text, we remove stopwords and very infrequent words.

3.1.2 Review Spammer Detection and Removal

Our focus is to study the early adoption behaviors of genuine Amazon and Yelp users. However, as shown in [23], the number of spam reviews has increasingly grown on e-commerce websites, and it was found that about 10% to 15% of reviews echoed earlier reviews and might be posted by review spammers. It is possible that spam reviews are posted to give biased or false opinions on some products so as to influence the consumers’ perception of the products by directly or indirectly inflating or damaging the product’s reputation. The existence of spam reviews could lead to erroneous conclusions in our study. Therefore, we need to remove review spammers as part of our data cleaning process.

Here, we adopt the approach proposed in [24] to remove review spammers. Overall, the approach considers three factors: Early deviation spamming (ED), Review text spamming (RT) and Time based spamming (TS). We employ a linear regression model to combine the three factors to make the final decision, and calculate the score of a reviewer’s spamming behavior as:

\[
S(u) = \alpha S_{ED}(u) + \beta S_{RT}(u) + \gamma S_{TS}(u)
\]

\( S_{ED}(u) \), \( S_{RT}(u) \) and \( S_{TS}(u) \) are the scores of spamming behavior by the above three factors, \( \alpha, \beta, \gamma \) are the tuning weights for combining these three factors and we have \( \alpha + \beta + \gamma = 1 \). In our experiments, we empirically set \( \alpha = \beta = \gamma = 1/3 \), and finally we identified 4.65% and 4.53% users who are likely to be spam users in Amazon and Yelp datasets respectively. The percentage is similar to that reported in [24].
3.2 Basic Statistical Analysis

Using the categorization thresholds listed in Figure 2, we label each review with a stage label (i.e., early, majority and laggard). Given a product, the review with an early label is an early review and the user who wrote the review is an early reviewer. We can count the number of times that a user has acted as an early reviewer, i.e., the number of early reviews she has posted.

Early reviews present power-law probability distribution. In Figure 3, we plot the statistics of the number of users v.s. the number of early reviews that a user has posted. It can be observed that the distribution of data points is very similar to power law. Both figures indicate that the vast majority of users acted as early reviewers very few times. Based on our statistics, about 70% and 85% users in Amazon and Yelp datasets acted as early reviewers no more than ten times. Such results are consistent with our intuition: Early reviews are about a small and emerging market segment; Most users are cautious when making purchase decisions.

Product category influences user’s enthusiasm of adopting new products. We further examine more closely the statistics by each product category. Our datasets contain products from twenty main categories. For each category, we compute the number of early reviews that a user has posted for the products within this category. We discretize users into three bins based on the total number of early reviews they have posted: \([0, 50]\), \((50, 100]\) and \((100, +\infty)\) in Amazon dataset and \([0, 10]\), \((10, 20]\) and \((20, +\infty)\) in Yelp dataset and present the results in Figure 4 and 5. It is interesting to see that different product categories tend to get different number of early reviews from users. For example, in the Baby category in Amazon dataset, over 97% users posted less than 50 early reviews. This shows that users are more cautious in adopting new products for babies. In Yelp dataset, over 25% users posted more than 10 early reviews in the Fashion category. This indicates that users are more likely to adopt new fashionable products.

4 Quantitatively Analyzing the Characteristics of Early Reviewers

It has been reported that early adopters are important to the diffusion of innovations [8]. Hence, we hypothesize that early reviewers play a key role in future product adoptions. There has been a lack of quantitative analysis of the correlations between the early reviewers and product adoptions on large datasets, i.e., Amazon and Yelp. In this section, we study how early reviewers are different from others and how they impact product popularity.

4.1 Characteristics of Early Reviewers

To understand how early reviewers are different from other users, we start with an analysis of their posted early reviews by looking into average ratings of the reviews and helpfulness scores voted by others. Using the categorization method discussed in Section 2, we assign each review into one of the three categories defined in Figure 2. Recall that each review is associated with a rating score and votes on its helpfulness. The rating score is in a five-star scale. For helpfulness, in Amazon dataset, we count the number of Yes and No votes respectively and then normalize them to the range of \([0, 1]\). While in Yelp dataset, users vote on the helpfulness of a review by clicking the Useful button. We count the number of Usefulls as the review’s helpfulness score. Given the three categories of reviews, we compute the average ratings and helpfulness scores in each review category.

Early reviewers tend to assign a higher average rating score. We compare the average rating scores of reviews by the three categories in Figure 6. It is observed that early reviews are more likely to associate with a higher rating score than those from the other two categories. Note that we have removed spam reviews since their ratings tend to be extreme, either too high or too low.

Early reviewers tend to post more helpful reviews. We compare the average helpfulness scores of reviews by the three categories in Figure 7. Note that Amazon dataset contains both Yes and No votes of reviews, we use the percentage of Yes votes to represent the helpfulness scores of a review. While in Yelp dataset, we use the number of Usefull votes as the helpfulness score. Both results in...
Amazon and Yelp datasets indicate that early reviews are more helpful with higher helpfulness scores than those from the other two categories. This might be caused by the accumulation time of review data: early reviews themselves tend to receive more attention. To reduce the effect of time span, in Amazon dataset, we report both the count of Yes and No votes and the normalized Yes and No votes (i.e., the proportion of Yes and No votes) by the three categories in Table 2. It can be observed that the counts of both Yes and No votes for early reviews are significantly higher than those of the other two categories, especially the count of Yes votes. The higher normalized Yes votes of early reviews indicates that early reviewers tend to post more helpful reviews. To further understand why early reviews are more helpful, we conduct the analysis on the text length of reviews. Figure 8 presents the boxplot for the distribution of review length for the three categories. It is observed that on average early reviews are longer than reviews in the other two categories. By inspecting early reviews, we find that long reviews tend to contain much important feedback or comment information about the product attributes or features, which is very helpful as reference resources for users’ subsequent purchase.

**Connection with personality variables theory.** Our above findings can find relevance in the well-known principles in personality variables theory which mainly studies how innovation is spread over time among the participants [8]. The theory emphasizes two important traits of the early adopters:

- **Principle about personality variables:** Earlier adopters have a more favorable attitude toward changes than later adopters;
- **Principle about communication behavior:** Earlier adopters have a higher degree of opinion leadership than later adopters.

We can relate our findings to the personality variables theory as follow:

- higher average rating scores can be considered as the favorable attitude towards the products;
- higher helpfulness votes of early reviews given by others can be viewed as a proxy measure of the opinion leadership.

Therefore, our analysis results are consistent with the personality variables theory, and provide empirical evidence to the latter.

### 4.2 The Impact on Product Popularity

In this subsection, we investigate how early reviews impact product popularity. We do not have the actual product purchase transactions in our datasets. However, the number of online reviews of a product indicate the product’s popularity since customers usually only write reviews after they make product purchases. As such, for a product, we approximate its daily popularity as the average daily number of reviews posted in the majority stage. In computing popularity values, reviews in both the early and laggards stages are discarded since reviews in the former group are used to identify their impact on product popularity while reviews in the latter group introduce noises for popularity value calculation. We use the rating and helpfulness scores to check the impact of early reviews on the change of popularity. For ease of analysis, we first discretize both kinds of continuous scores into disjoint value intervals. For ratings, we use four bins: [1, 2], [2, 3], [3, 4], [4, 5] in Amazon and Yelp datasets. For helpfulness scores, we discretize the helpfulness scores of [0,1] into two consecutive bins in Amazon dataset, i.e., $A : [0, 0.5], B : (0.5, 1]$; In Yelp dataset, the helpfulness score is represented as the number of Useful votes. We first compute the median and then use the median to discretize a helpfulness score into two bins, namely $A : [0, \text{median}]$ and $B : (\text{median}, +\infty)$. We do not set more bins for helpfulness scores, since using such two bins naturally corresponds to high and low helpfulness.

**Table 2** Comparisons of the helpfulness scores by the three categories of reviews in the Amazon dataset.

<table>
<thead>
<tr>
<th>Categories</th>
<th>No. of ‘Yes’</th>
<th>No. of ‘No’</th>
<th>Normalized ‘Yes’</th>
<th>Normalized ‘No’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>15.5 ± 0.21</td>
<td>13.28 ± 0.05</td>
<td>0.72 ± 0.002</td>
<td>0.28 ± 0.002</td>
</tr>
<tr>
<td>Majority</td>
<td>4.98 ± 0.03</td>
<td>2.28 ± 0.02</td>
<td>0.08 ± 0.001</td>
<td>0.32 ± 0.001</td>
</tr>
<tr>
<td>Laggards</td>
<td>2.23 ± 0.04</td>
<td>1.44 ± 0.03</td>
<td>0.07 ± 0.003</td>
<td>0.33 ± 0.003</td>
</tr>
</tbody>
</table>

**Fig. 6.** Comparisons of the rating scores by the three categories of reviews.

**Fig. 7.** Comparisons of the helpfulness scores by the three categories of reviews.

**Fig. 8.** Comparisons of review text length by the three categories of reviews.
Due to space constraint, we only report the results from six product categories in Amazon and Yelp datasets.

A higher average rating score of early reviews is likely to indicate a higher product popularity. Given a product, we first calculate its average rating score of its early reviews, and then assign it to the corresponding rating bin defined above. We present the average daily popularity over the products in different product categories by rating bins in Figure 9. Overall, the figure shows an upward trend with the increment of the average popularity scores from the early reviews.

A higher helpfulness score of early reviews is likely to increase or decrease product popularity. Different from rating scores, a high helpfulness score does not necessarily indicate positive opinions towards a product. If a negative review gives very good reasons behind its negative feedback, the review is likely to be perceived as helpful by other customers and hence would receive a fairly high number of Yes or Useful votes. Hence, to examine the impact of review helpfulness scores, we need to discriminate between two types of reviews, i.e., positive reviews (a rating of at least four stars) or negative reviews (a rating of at most two stars). We report the daily popularity with different helpfulness bins in Figure 10. It is interesting to observe that a higher helpfulness score on positive reviews generally leads to higher product popularity, whereas it is the reverse for negative reviews.

Connection with the herd behavior theory. In economics and sociology, herd behavior is an important concept [13]–[15], which describes that individuals are strongly influenced by the decisions of others in various situations. Herd behavior emphasizes the influence from existing adoption behaviors of others, especially the early adopters. It has been verified that online herd behavior occurs when people use the product evaluations of others to indicate product quality on the Web [14]. Our findings can be explained with the herd behavior theory in a specific setting, where existing online adoption information is reflected via the rated reviews. We characterize the influence of early adopters using two metrics, namely average rating and helpfulness scores. Our work provides clear quantitative evidence to the herd behavior through the analysis on two real-world e-commerce datasets. Interestingly, besides the well-known positive influence, we have observed a negative impact of early adopters on product sales when they assign low rating scores to a product.

5 PREDICTING EARLY REVIEWERS

We have so far shown that early reviews are indeed important to product popularity. Next a practical question is: given a product, can we predict who will become its reviewers at the early stage of its release to market? Such a prediction can have the following potential benefits. First, identifying early reviewers is helpful to monitor and manage early promotion. Second, early reviewers are very likely to be the actual adopters of a product, leading to direct purchase. In what follows, we first formally define the early reviewer prediction task, and then propose a novel embedding-based ranking approach for predictive modeling.

5.1 Problem Formulation

Given a product $p$ and a candidate user set $U_p = \{u_1, u_2, ..., u_{N_p}\}$, the task of predicting early reviewers aims to produce a top-$K$ list of users from $U_p$, who would post reviews on $p$ at the early stage of product $p$ in market. Producing a top-$K$ list can be formulated as a ranking problem. We propose to use a ranking function $S(p, u)$ to select users, which measures the likelihood that user $u$ becomes an early reviewer of product $p$. To learn such a function, we assume that a training set of past early adoption records is available, i.e., $\{(p_i, L_i)\}$. Each training instance consists of a product $p_i$ with a complete lifetime, and $L_i : \langle u_1^{(i)}, s_1^{(i)} \rangle \rightarrow \langle u_2^{(i)}, s_2^{(i)} \ldots \rightarrow \langle u_{N_p}^{(i)}, s_{N_p}^{(i)} \rangle$ is an ordered list of reviewers $\{u_j^{(i)}\}$ on $p_i$ by the timestamps $\{s_j^{(i)}\}$ when publishing the reviews.

A major challenge is that our task is a cold-start ranking problem. Since we are interested in the early reviewers of a product, the predictions should be made when a new product is just released. We will have very little and sometimes even no observed user behavior data at the early stage of a new product. Inspired by previous cold-start recommendation algorithms [25], we propose to utilize side
information to help with this ranking problem. We assume that a product \( p \) is with a category label \( c_p \) and a title description \( t_p \), and use the two types of side information to learn product representations or embeddings as will be discussed in Section 5.2.

### A competition-based viewpoint to the ranking task

To address the ranking problem, we draw our inspiration from multiplayer competition to develop our approach. Generally speaking, given a product \( p \) and two candidate users \( u \) and \( u' \), we seek to model the partial order relation between them. We consider the review posting process as multiplayer competition [26]; only the most competitive users can become the early reviewers w.r.t. a product. The competition process can be further decomposed into multiple pairwise comparisons between two player. A competition is carried out between two users given a product. In a two-player competition, the winner will beat the loser with an earlier timestamp. Formally, we use \( u \succ_p u' \) denote that user \( u \) has an earlier review timestamp than \( u' \) for product \( p \). Competition-based ranking has been previously explored for community question answering [27] and player ranking [26]. However, to the best of our knowledge, it has never been explored for early reviewer or early adopter prediction.

### 5.2 A Margin-based Embedding Model for Predicting Early Reviewers

The essence of this task is to model the partial order between two candidate users \( u \) and \( u' \) given a product \( p \). Hence, we can cast the total order ranking problem into a pairwise comparison problem. Inspired by the recent progress in distributed representation learning [16], [17], we propose to use an embedding model for this task. We assume that both users and products are mapped into a latent space. In this way, a user \( u \) is modeled with a low-dimensional representation vector \( v_u \), and a product \( p \) is modeled with a low-dimensional dense representation vector \( v_p \). In the embedding space, we can reconstruct the partial order relations in the training set and learn the model parameters.

#### 5.2.1 Modeling the Pairwise Comparison

Based on the embedding representation, we can define the objective function \( S(p, u) \) as an inner product between user and product embeddings, i.e.,

\[
S(p, u) = v^\top_p \cdot v_u. \tag{1}
\]

In the embedding space, it is expected that \( v^\top_u \cdot v_u > v^\top_p \cdot v_u \) when \( u \succ_p u' \). Given the original training set \( A \), \( \{ (p_i, L_p) \} \), we first transform them into a set of partial order pairs \( T = \{ u \succ_p u', u, u' \in L_p \} \), where \( L_p \) is the reviewer list of product \( p \).

To learn such embeddings, we minimize a margin-based ranking criterion [17] over the training set \( T \):

\[
\ell(T) = \sum_{u \succ_p u' \in T} [m + S(p, u') - S(p, u)]^+, \tag{2}
\]

where \( [x]^+ = \max(0, x) \) and \( m \) is the margin coefficient set to 0.1 in our experiments. The objective function in Eq. 2 is very intuitive. When \( u \succ_p u' \) and \( S(p, u) < S(p, u') \), there would incur a cost. We would like to optimize the objective function by trying to fit all the partial order pairs \( u \succ_p u' \).

#### 5.2.2 Learning the Product Embeddings

A major problem with the above objective function is that the learning of product embeddings relies on the past review data. When a new product is released, we are not able to learn its embedding since no review data exists. Recall that a product \( p \) is with a category label \( c_p \) and a title description \( t_p \). These two kinds of side information can be used to pre-train the product embeddings. A title description is a sequence of word tokens. To learn effective semantic representations for text, word2vec is a commonly adopted model. It will be possible if we can utilize the learned word embeddings to derive the product embeddings in current cold-start setting. To achieve this, a simple method will be to aggregate the embeddings of the words in the title description of a product as its embedding. In our work, we borrow the idea from the doc2vec model [28] which learns feature representations from variable-length pieces of texts, and produces the representations for both documents and words.

The document embedding in doc2vec can be used to summarize the information of the entire text in a document. If we consider a title of a product as a document, doc2vec will produce a representation for the product. In the CBOW architecture of word2vec, each word \( w_i \) is generated based on its surrounding word context \( w_{i-c} : w_{i+c} \), i.e., modeling \( Pr(w_{i} | w_{i-c} : w_{i+c}) \). As a comparison, in doc2vec, a doc ID is also incorporated into the context of word \( w_i \), i.e., modeling \( Pr(w_{i} | w_{i-c} : w_{i+c}, t_p) \), where \( t_p \) represents the title of a product \( p \). In our data, we also have the category label for a product. As shown in Figure 4 and 5, the category information has an impact on early user adoption behaviors. To incorporate both the title and category label, we model the generative probability \( Pr(w_{i} | w_{i-c} : w_{i+c}, t_p, c_p) \). The title \( t_p \) will influence the generation of all the words in the title description of a product \( p \), while the category will serve as the context of all the title words from the products in this category. To derive the word context, average pooling is used. Based on the context, the word generation is modeled with the softmax function as a multi-classification problem. Since we incorporate the product category label here, we call our model labeled doc2vec. Although we only consider product title and category here, it is possible to extend our model to incorporate other information, such as the brand of a product.

We assume that all the embeddings (except the final embedding \( v_u \) and \( v_p \) in Eq. 2) in this model have the dimension number of \( L \). When the model is learned, we can obtain the embeddings for words \( (v_{w_i} \in \mathbb{R}^L) \), titles \( (v_{t_p} \in \mathbb{R}^L) \) and category labels \( (v_{c_p} \in \mathbb{R}^L) \). Our product embedding representation is finally a vectorized concatenation of title embedding and category embedding, i.e., \( v_p = \text{vec}(v_{t_p}, v_{c_p}) \), where \( \text{vec}(. , .) \) takes two column vectors and returns a concatenated column vector. With \( v_p \in \mathbb{R}^{2L} \), we have to set the dimension number for \( v_u \) to \( 2L \), i.e., \( v_u \in \mathbb{R}^{2L} \).
5.2.3 Learning the User Embeddings

To learn the embedding parameters in Eq. 2, we can simply apply Stochastic Gradient Descent (SGD) for updating user embeddings \( \{v_u\} \) and product embedding \( \{v_p\} \). However, the available review data of a product may not be sufficient for training its product embedding well, especially for new products which have received few reviews. To handle the cold start problem, we incorporate the title and category information to pre-learn the product embeddings \( v_p \). During the learning process, we fix the product embeddings obtained with the labeled doc2vec, and only optimize the user embeddings.

To learn our parameters, we propose to use SGD for optimization. The detailed optimization procedure is described in Algorithm 1. All embeddings for users are first initialized randomly according to uniform distribution, the strategy proposed in [29]. At each main iteration of the algorithm, a training triplet \( (p, u, u') \), where we have the partial order \( u \succ_p u' \), is sampled from the training set for optimizing the margin-based ranking criterion function \( \ell(T) \). The parameters, i.e., user vectors \( v_u \) and \( v_{u'} \), are then updated by taking a standard gradient descent step. Assume that the number of reviews of a product is \( n \), the total number of comparison pairs that can be generated is roughly estimated as \( O(n^2) \). When the number of products is very large, the number of comparison pairs will become enormous. A commonly used acceleration method for stochastic gradient descent is to use random sampling over the instances in the training set. However, we argue that all comparison pairs should not be treated equally. Recall that each product is assigned with a category label in a complete product lifetime, i.e., early, majority and laggards. We are more interested in deriving more accurate comparisons between an early reviewer and a non-early reviewer. Hence, we keep all the comparison pairs involving an early reviewer and a non-early reviewer, while other comparison pairs are selected with random sampling.

6 Experiments on Early Reviewer Prediction

In this section, we conduct experiments to evaluate our proposed margin-based embedding model for early reviewer prediction.
reviewers are more important to consider. Hence, we mainly use the aforementioned metrics for top-$k$ ranking.

### 6.3 Methods to Compare for Early Reviewer Prediction

Our task is to predict who will become early reviewers of a product. We consider three kinds of methods for comparisons: statistics-based methods, competition-based models and our margin-based embedding ranking model.

#### 6.3.1 Simple Statistics-based Methods

A straightforward approach to this task is to calculate the number of times (or the ratio) that a user has acted as an early reviewer in history data. Intuitively, if a user has posted many early reviews in the past, she is also likely to post early reviews on a new product. So we use the following metrics to estimate users’ ranking score of being early reviewers.

- **NR**: Rank the users simply based on the Number of Reviews (NR) that they have previously posted.
- **NER**: Rank the users based on the Number of times that a user has previously acted as an Early Reviewer (NER).
- **PER**: Rank the users based on the Proportion that a user has previously acted as an Early Reviewer (PER). PER is defined as:
  \[
  PER(u) = \frac{NER(u)}{NR(u)}. \tag{6}
  \]
- **SPER**: Rank the users based on Smoothed PER. The PER might be biased when NR is small. We propose to use the Smoothed Proportion that a user acts as an Early Reviewer (SPER), which is defined as:
  \[
  SPER(u) = \frac{NR(u)}{NR(u) + \rho} \cdot PER(u) + \frac{\rho}{NR(u) + \rho} \cdot PER_{avg}. \tag{7}
  \]
  where \( \rho = \frac{1}{|U|} \cdot \sum_{u \in U} NR(u) \), and \( PER_{avg} = \frac{1}{|U|} \cdot \sum_{u \in U} PER(u) \).

The above statistics-based methods are only able to generate a single ranklist of users for all the products, which cannot incorporate pairwise comparisons and the product information. We further propose competition-based models and margin-based embedding ranking model.

#### 6.3.2 Competition-based Models

The competition based methods take competition relation into consideration, which we utilize in our task of predicting early reviewers. We consider four methods for comparison.

- **TS** [26]: TrueSkill is a Bayesian skill rating system which is designed to calculate the relative skill levels of players in multiplayer games. It assumes that the practical skill level of each competitor \( u \) follows a normal distribution \( N(\mu_u, \sigma_u^2) \), where \( \mu \) is the average skill level and \( \sigma \) is the estimation uncertainty. In our experiment, we set the initial values of the skill level \( \mu \) and the standard deviation \( \sigma \) of each player to the default values used in [26].
- **SVMComp** [27]: The SVMComp model learns the weight of each user based on pairwise comparisons using the classic Support Vector Machine (SVM). Given a two-player competition \( k \) with a winner \( u \) and a loser \( u' \), there are two training instances generated: \( y_u = 1, x_u[u] = 1, x_u[u'] = -1 \) and \( y_u = 0, x_u[u] = -1, x_u[u'] = 1 \). We use the toolkit SVM LibLinear with linear kernel [30].
- **B-T** [31]: Bradley-Terry (B-T) model is a probability model that can predict the outcome of a comparison. It learns a scalar parameter for each of the player from historic pairwise comparison data. These parameters usually represent the ranks or strengths of individuals, with higher ranks favored for the win over lower ranks in future comparisons. Following the method in [32], we use the maximum likelihood estimation to obtain the strength \( \gamma_u \) of user \( u \).
- **B-C** [32]: The above methods use a single number to represent a player, which is a bit simplistic. In contrast, Blade-Chest (B-C) model learns a multidimensional representation for each player from pairwise comparisons. We adopt the open-source code to implement this model\(^5\).

The above four models consider pairwise comparisons between users, but it still can not utilize the information from the product side. In other words, the partial order of two users remains the same for all the products in these models. Hence we propose our margin-based embedding ranking model which involves both competition comparisons and the information of the products and learns the representation of users automatically.

#### 6.3.3 Margin-based Embedding Model

This is our proposed Margin-based Embedding Ranking Model (MERM) proposed in Section 5.2. To our knowledge, no previous studies applied embedding models for predicting early reviewers. Our model can characterize both user comparison relations and the information from the product side. Hence, it is expected to give better performance than the above baseline methods. Currently, we mainly utilize the title and category information. It will be straightforward to incorporate other kinds of product information as the context of a competition between two users.

For all the methods, we report the performance using five-fold cross-validation. Note that we split data into five folds based on products, i.e., the entire reviews of a product are either in the training set or test set. The parameters of a method are optimized using cross-validation. In B-C, we set the number of dimensions of blade and chest vectors to 200 and 300 in Amazon and Yelp datasets respectively. In our model MERM, we also set the number of embedding dimensions \( 2L = 200 \) and \( 2L = 300 \) in Amazon and Yelp datasets respectively. For each product, we consider all the users who have posted a review of it as candidate users. To make the evaluation more realistic, we also sample five times of “negative” users who did not review the target product but review other products in the same category.

\(^5\) https://github.com/csinpi/blade_chest
6.4 Results and Analysis

We present the results on early reviewer prediction in Table 4. It can be observed that the simplest baseline of ranking users based on the number of reviews posted before (NR) performs the worst. It indicates that users posted a large number of reviews are not necessarily active in early adoption of products. NER improves over NR, which shows that a user who has acted as an early reviewer for other products before is more likely to adopt new products in the future. PER, outperforms NER in Amazon dataset, while underperforms NER in Yelp dataset. The smoothed PER, i.e., SPER, performs better than PER. The two comparison-based baselines B-T and B-C outperform the statistics-based methods only in some cases, and do not yield significant improvement. These results are consistent with the finding previously reported in [27] that a simple ratio based method works well when the training data is sufficiently large. Overall, B-C performs better than B-T. Instead of using a single value, B-C adopts a vectorized representation for modeling the player strength. Furthermore, the two competition-based methods TS and SVMComp improve upon all the above baselines. Although SVMComp is slightly better than TS, there is no significant difference between them. TS is a classic competition model for characterizing the player strength, while SVMComp has been shown to be effective in QA expert finding task [27]. These two methods perform best among our baselines.

Our proposed model MERM achieves significant improvement in comparison to all the baselines. Compared with other baselines which only measure the earliness level of a user with a single value, MERM learns the multi-dimensional representation of users from comparative pairs. Although B-C also adopts a multi-dimensional representation for modeling player strength, it does not perform very well in our task. A possible reason is that B-C needs to learn more parameters (i.e., both blade vectors and chest vectors); while, in our datasets, the comparison pairs for training are sparse. The key difference of MERM is that it learns product embeddings also based on the side information involving both the title and category information of products. It effectively projects both product and user embeddings into the same continuous space for direct comparison and ranks users by optimizing a margin-based ranking objective function in a product dependent manner.

In our second sets of experiments, we further examine the impact of the amount of training data on the results of early reviewer prediction. We present the results of Amazon dataset, the results of Yelp dataset are similar and are omitted here. By fixing the test data at 20%, we vary the remaining 80% training data at five different splits: {20%, 40%, 60%, 80%, 100%}. The results are presented in Figure 11(a). Overall, we observe that all the methods suffer from performance drop with the decrement of training data. Our method MERM performs generally better than other methods with any amount of training data. We also vary the number of dimensions (i.e., 2L) for user and product representation in B-C and MERM, and report the results in Figure 11(b). It can be observed that the dimensionality of 200 yields the best performance.

7 RELATED WORK

Our current study is mainly related to the following three lines of research.

7.1 Early Adopter Detection

The term of early adopter originates from the classic theory for Diffusion of Innovations [8]. An early adopter could refer to a trendsetter, e.g., an early customer of a given company, product and technology. The importance of early adopters has been widely studied in sociology and economics. It has been shown that early adopters are important in trend prediction, viral marketing, product promotion, and so on [4]. Moreover, the influence of early adopters is closely related

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Amazon</th>
<th>Yelp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
<td>OR@5 OR@10</td>
<td>OR@5 OR@10</td>
</tr>
<tr>
<td>NR</td>
<td>0.1091 0.1416</td>
<td>0.1091 0.1416</td>
</tr>
<tr>
<td>NER</td>
<td>0.1018 0.1516</td>
<td>0.1018 0.1516</td>
</tr>
<tr>
<td>PER</td>
<td>0.1114 0.1577</td>
<td>0.1114 0.1577</td>
</tr>
<tr>
<td>SPER</td>
<td>0.1125 0.1614</td>
<td>0.1125 0.1614</td>
</tr>
<tr>
<td>B-T</td>
<td>0.0951 0.1437</td>
<td>0.0951 0.1437</td>
</tr>
<tr>
<td>B-C</td>
<td>0.1132 0.1635</td>
<td>0.1132 0.1635</td>
</tr>
<tr>
<td>TS</td>
<td>0.1265 0.1720</td>
<td>0.1265 0.1720</td>
</tr>
<tr>
<td>SVMComp</td>
<td>0.1283 0.1747</td>
<td>0.1283 0.1747</td>
</tr>
<tr>
<td>MERM</td>
<td>0.1524 0.2273</td>
<td>0.1524 0.2273</td>
</tr>
</tbody>
</table>

Note: "∗" indicates the statistically significant improvements (i.e., two-side t-test with \( p < 0.01 \)) over the best baseline.

Fig. 11. Early reviewer prediction performance with different sizes of training set or embedding dimensions in Amazon dataset.
to the studies of herd behavior [6], [13]–[15], [18]–[20], which describes that individuals are strongly influenced by the decisions of others, such as in stock market bubbles, decision-making, social marketing and product success. As for product marketing, consumers frequently select popular brands because they believe that popularity indicates better quality [13]. For example, in digital auctions, buyers tend to bid for listings that others have already bid for, while ignoring similar or more attractive unbid-for listings [33]. Similarly, an experimental study shows that the social influence of early adopters’ choices of songs leads to both inequality and unpredictability of the songs in terms of download counts [3]. Some further investigations also reveal that product evaluations from previous adopters, such as star ratings and sales volume, influence customers’ online product choices [13]. The analysis and detection of early adopters in the diffusion of innovations have attracted much attention from the research community. Generally speaking, three elements of a diffusion process have been studied: attributes of an innovation, communication channels, and social network structures [8]. Early studies are mainly theoretical analysis at the macro level [5], [34]. With the rapid growth of online social platforms and the availability of a high volume of social networking data, studies of the diffusion of innovations have been largely conducted on social networks, including resource-constrained networks [9], following or reweet networks [10], user-click graphs [12] and text-based innovation networks [11].

7.2 Modeling Comparison-based Preference

Comparison-based preference has been studied for several decades [31], [35], [36], and a survey of the classic approaches and methods was given in [37]. By modeling comparison-based preference, we can essentially perform any ranking task. For example, in information retrieval (IR), learning to rank aims to learn the ranking for a list of candidate items with manually selected features [38]. Three categories of widely used learning to rank approaches include pointwise, pairwise and listwise methods [39]. Apart from IR, the competition-based ranking methods have also been widely studied in games and matches, where the aim is to evaluate the skill level of each involved player [40]–[43]. These studies typically only use scalar values as the measure of the skill rating of an individual player. For example, based on the two-player model [44], TrueSkill ranking system [26] developed by Microsoft uses a univariate Gaussian distribution to model each player’s skill and uncertainty. There are also studies that aim at inferring each player’s strength through learning from group competition [45], [46]. These methods represent the properties of each item or player as a single number, which can not well adapt to many complex real-world settings. To address this problem, several studies propose to use more expressive ways of modeling players, such as generalized Bradley-Terry model with vectorized representations for the preference ranking task [47], [48]. More recently, Chen et al. have proposed to use multi-dimensional representations to capture both intransitivity [32] and context information [49] for modeling pairwise comparison relations. In sociology, it is a common sense that competition is usually correlated with expertise [50]. Following this, many studies try to model the expertise level of a user using a competition-based ranking approach, e.g., community question and answering platforms [27], [51] and generalized crowdsourcing systems [50], [52].

7.3 Distributed Representation Learning

Since its seminal work [53], distributed representation learning has been successfully used in various application areas including natural language processing (NLP), speech recognition and computer vision. The main idea of distributed representations is to utilize low-dimensional dense vectors to represent information entities. For example, in NLP, several semantic embedding models have been proposed, including word embedding [16], phrase embedding [54], and sentence embedding [55]. Word embedding models such as word2vec [16], have generalized the classic n-gram language models by using continuous variables to represent words in a vector space and have been successfully applied to capture latent semantics for NLP tasks. Specially, word2vec has given two major model architectures, namely skip-gram (SG) and continuous bag-of-words (CBOW). SG predicts the surrounding words based on the current word, while CBOW predicts the current word using the surrounding words as contexts. In CBOW, the contextual information is modeled as an embedding vector using an average pooling over the embeddings of surrounding words. Based on word2vec, doc2vec [55] further incorporates the document-specific embeddings into the word2vec model. Similar to word2vec, it also provides two model architecture: distributed bag-of-words model and distributed memory model. More recently, the concept of distributed representations has been extended beyond pure language modeling to various text related tasks, such as knowledge graph completion [17], [56], text-based attribute representation [57] and multimodal modeling [58]. In addition to model text data, the distributed representation approach has been widely applied to various applications in other fields, such as network analysis [59] and recommendation [60] [61] [62].

7.4 Summary

Our work is also related to the studies on mining review data [63], [64]. However, we focus on characterizing early reviews and detecting early reviewers, which is different from the existing works on extracting opinions or identifying opinion targets (or holders) from review data. To our knowledge, it is the first time that the task of early reviewer analysis and detection has been investigated on the real-world e-commerce review datasets, i.e., Amazon and Yelp. We propose a novel margin-based embedding ranking model in a competition-based framework, which has never been adopted in early adopter detection. In addition, we extend the original competition-based framework by incorporating important side information about products. We also use a distributed representation approach to address the cold-start problem. Our empirical analysis has confirmed a series of theoretical conclusions from the sociology and economics.


8 CONCLUSION

In this paper, we have studied the novel task of early reviewer characterization and prediction on two real-world online review datasets. Our empirical analysis strengthens a series of theoretical conclusions from sociology and economics. We found that (1) an early reviewer tends to assign a higher average rating score; and (2) an early reviewer tends to post more helpful reviews. Our experiments also indicate that early reviewers’ ratings and their received helpfulness scores are likely to influence product popularity at a later stage. We have adopted a competition-based viewpoint to model the review posting process, and developed a margin-based embedding ranking model (MERM) for predicting early reviewers in a cold-start setting.

In our current work, the review content is not considered. In the future, we will explore effective ways in incorporating review content into our early reviewer prediction model. Also, we have not studied the communication channel and social network structure in diffusion of innovations partly due to the difficulty in obtaining the relevant information from our review data. We will look into other sources of data such as Flixter in which social networks can be extracted and carry out more insightful analysis. Currently, we focus on the analysis and prediction of early reviewers, while there remains an important issue to address, i.e., how to improve product marketing with the identified early reviewers. We will investigate this task with real e-commerce cases in collaboration with e-commerce companies in the future.
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